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AESTBACT

like juilose of tixis study is to present analytic techri-

Sues fcr develcpinc enlistment standards models b.La.ch

attealt tc improve cpon exilstin~g methods. AltErrative

criteria fczr measuring successful operational perfcrmance,

and a a-cans cf measuring utility are also provided. Anctier

Eurpcse cf this stud is to discover if the Navy's system of

selecting rersonnel fcr the Aviation Machinist's Mate (AD)

rating may te improved.

Iwc criteria were utilized in developing these model2--

lengti cf service, aid a ccmiosite measure of success tiat

considers length of service, highest ipaygrade achieved, and

reeilistaent eligibility. Measures on individual'sc at the

time of etlistment arc used as predictor and discrizinating

variatlEs. Six models are developed and analyzed using

regressicn and discriainant techniques. Utility analysis is

conducted cm each of these models as a means for measuring

their Esefulness in icnetary terms. Recommendations for

future research are also presented.
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I. INIBCrUCTION

Fcr the remainder of this decade and beyond, the Navy is

faced with the difficilt prcblem or attracting aad retaining

sufficiErt ersonnel to meet its ever incrEdsing maizlower

reguirezEzts. The fleet is expanding toward 600 ships while

the availatle manpover pool cf 17 to 21 yeaz old mcr and

women is ircjected tc decline. Eacli year, millicrs o f

4dcllarE are spent recruiting, training and maintaininj

enlisted iersonnel. Numerous enlistment standards xcdEls

have kiEr developed tc imprcve the screening, selecticL and

assignnert processes for all Navy ratings. Ccrtiruing

enlis t aert standards research is important since it nay

impzcve uanjower planning, reduce attrition, enhanCE ;ob

perforzanre, and lErgthen careers. It is through such

research that the ultimate goal of increased rEadirsss at

4 lower cczst nay be realized.

A. ECEICS1 OF AMALYS1S

~Ibis study attempts firstly tc imp~rove upon the methcd-

clogy presently utilized to develop enlistment standards

sodels. In particular, different technigues for develcF.ing

such zodels are jresELted, along witn alternative criteria

for zEazuzing successful perfcrmance. A means of measuring

the utility, or usefulness, of such efforts is also

provided. An attempt has been made to present these methcds

in a clear manner sc that thcse researchers who fcllcw aay

more r4Eadil) understard the process. The analysis ex~ards

upon the experience cf numerous similar efforts, including

several graduate theses prepared at the Naval Postgraduate

School and many rcEearch projects conducted under the



auspices cf the Nav 2erscnnel Eesearch and Develc¢.ent

Center (NiEEC) and tIE Center for Naval Analises (CNA)

The seccndary Itrpose cf tnis study is tc disccvEr if

the selEctiCn standards for cne particular Navy rating zay

bt impcved upon by aralyzirg data availatle at the tize of

EnlistmELt. Most predictive models develozed to date nave

iocused cn successful co aletion of technical training

schocls, cr on attriticn. Ihis study is aligned with a mcre

recent aralytic trend of attempting to predict succe.sful

acptraticral performarce in the xleet. This apprcach is

considered most appropriate in today's highly technicai

Navy. The tremendous cost, in terms of Loth dcilars and

time, asscciated with trainirg and retaining Navy perscnnel

demands naiimum return on investment. By focusing cn cIera-

* tional success tc develop a larger, more experienced career

force, there exists the potentiai to reduce the burden of

recruitirg and training new enlistees.

E. FA IfG fELECIED CRE ANAIY51S

Tc acccaplish the above stated purposes, data pertaining

to cleraticnal ierfcimance of personnel in the Aviation

Machinist's late (AZ) ratirg were analyzed. As are

aircraft engiae mecLarics who inspect, adjust, test, repair

and cVerkaui engines Lsed in all Navy airplanes and helicc -

ters. ALs also 1-riorm rcutine maintenance, prepare

aircraft for fliht, and assist in handling aircraft cr the

ground cr aboard ships. 7hey perform maintenance and

servicing or either -et or recirrocating engines, ard on

subsysteas such as fuel, oil, induction, coMpressicn,

ccmbusticn, turbine ard exhaust. Other AD functions include

Eupervising maintenarce, analyzing fuel and oil samlies,

k*ein reccrds, evaluatinc ergine performance, and zain-

tainirg accessory coilonents, drive systems and gear tcxes.

6I
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Aviaticn Machinist's Mates are assigned primarily to

Naval Aviation s-uadrons cr to Aircraft intezwediate

fainterarce Departments. Ihese assignments may he eitLer

afloat cr ashore. Ats may also be assigned as instructors

in training activities, and they are eligible to vclurteer

for flight duty as aizcrewmen. LRef. 1]

Presently, there are over 13,000 men and women assigned

to the Ar rating. Since ADs are assigned to virtually Every

bavy aviation unit, they represent a vital element in

ensuring a high degree of aircraft readiness is maintained.

As such, the overall mission effectiveness of Naval Aviaticn

units is directly linked tc the guality and perfcrKance of

memkers cf the Ar rating.

C. CIGAbl2ATION OF 7EIS STUDY

Ihis chapter has discussed the purpose cf this study,

and described the AD rating and its importance to the Navy.

The next chapter will prcvide background informaticr on

enlistnert standards research, and present in general terms

the evcluticn cf predictor and criterion variables that

emerged during the development of the models contained in

this research. Chalter III describes the data base and AD

data set that Erovided specific measures of operatioral

perfcrmarce for analysis and model formulation. Chapter IV

preserts the three statistical analysis tecnniques employed

in develcping six erlistment standards models. Chapter V

provides the method and results .E the utility analysis

conducted on these acdels. Utility analysis represents a

means tj which the usefulness of similar efforts may be

measured. Chapter VI draws conclusions from the analysis

and presents reccmmeLdations for further research.

11
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II. SELECTICN OF VARIAELES

Ilis chapter gives a brief description of soze cf the

selecticr procedures in use at the time of the data ccllEc-

tion. The results cf previous research on predictirg -ob

performance are reviewed and predictor and criterion vari-

ables that have teen shown to ke useful are identified.

A. UELECIICN BACKGRCEND

At the time tIe data used in this analysis %as

collected, the Navy ccnsidered a number of applicant charac-

teristics tc guide selection and classification decisions.

7hese chazacteristics included education, high school degree

status, age, number of dependents, scores on the 12 Arzed

Services Vocational Altitude Eattery (ASVAB) subtests, and

some ccaicsite scores. The Armed Forces Qalificaticn Test

(AFQI) is cre of these composite scores, and an ajlicant's

score on the AFQI depended on the sum of his scores on the

PSVAE suitEsts Arithaetic Reascning (AR), Spatial Perception

(SP), and licrd Knowledge (WE). The AFQT score was reckrted

as a percentile--a score of 80 meant that an applicant's

total score on the three suktests was higher than the scores

achieved ty 79 percent of his peers. The AFQI percentile

score was also used to classify the applicart into one of

five iental categories or AFQT groups. For example, those

with a sccre of 90 or better were classified in mental group

1, ard tiose with a score cf 10 or less were classified as

group Vs.

Arcther comEosite score is the Success Chances of

Fecruitz Entering the Navy (SCFEEN) score. This score is

derived frac the personal characteristics of age at entry,

12



years of schooling, hhether cr not the applicant had depen-

dents, and AFQT percertile score. This composite sccre has

.een used ty recruiters since Cctober 1976 in determining an

aiplicant's eligibility to enlist. [Ref. 2]

A final composite score that is used in classifying

recruits tc the AD rating is made up of the sum cf the

recruit's standardized sccres on the ASVAB suttests

Arithmetic EeasoninS (AR) , Electronic Informatior (El),

General !cience (GS) , and Mathematical Knowledge (MI) . A

aiaixuu sccre of 19C on this ccmposite was necessary for a

recruit to enter the AL rating.

E. BIVI1W CF PREVIO[f NILI7AR STUDIES

Studies on predicting military job 2erfocmance have

zainly ccncentrated cr the survivability of recruits through

varicus stages cf their military careers. These staces

include recruit training, Class "A" School, first two lears

cf em]istzent and first term of enlistment.

luxie used number of dependents, years of education and

AFQT scc e to predict the perfcrmance of the Electrcric's

Technician (ETN) and Ship's Serviceman (SH) ratings. He

found that fjr the SP rating, non-higa school graduates with

lower AFQ7 scores uere prcmoted taster than thcse with

higher sccrEs, althcugh AFQT score had no impact cn first

term strvival. Tie AFQT score did aid in predicting

advarcement and survival for members of the ETN rating.

[Ref. 3' In another study of eight year survival rates,

lurie icund that education level was the most ixpcrtant

predictor. Interestingly he also found that mental grcuE I

recruits had the worst record in surviving Class "A" Schocl.

[Ref. 4]

A study on the factors affecting first term survival and

reterticr behavior ci Machinist's Mates (MM) and Eciler



7echnicians (BT) was conducted by Fletcher in 1979. He

found that Els with Sreater than 11 years of educaticn had

greatly improved charces of surviving their first term of

enlistment. For dMs, those in the lowest and highest mental

grouis had greater survival ;rotability than others. Ecr

both ratings, oldie men had a higher Erobability of

survival. In relaticn to reenlistment, those BTs with 12 or

more years cf education had a lcw probability of reenlist-

zent, bhile with MLs, having a dekendent increased the Ercb-

ability cf reenlistmet. [Ref. 5]

Studies of military jot ierformance have also investi-

gated the effect of the Delayed Entry Program (DIE) on

survival. Lockman fcund that if recruit quality (as meas-

ured ty SCREEN) and training guarantees were contrclled fcr,

those bhc were in tie LEP for three or more months had the

highest survival rates [Ref. 61. Thomason found that DEP,

age, education, recruit training locaticn, race, number of

depezdents, mental Gioup ard follow on tour assignments had

varyinc degrees of significance in determining first term

survivatility [Ref. 7:.

1.cre recent studies have favored the use of multiple,

rather than single measures cf job performance. Ibis is

because it is rare that a single measure adequately ccvers

the full sccpe cf jct jerformance. One approach has been to

expand tie survivability criteria to include other neasures

cf jct perfcrmance, such as eligibility to reenlist and the

achievement of certain paygrades. A continuous critericn is

not availaile under this apEroach; sailors are either

categcri2ed as a success or as a failure. Nesbitt [Bef. 8]

and !ryder and Berga22i [Ref. 9] defined various degreEs of

0 success cr failure in their studies in an eftort to generate

more varialility on the criterion.

14
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C. CE11ICN ANI PRILICTOR VARIABLES

IL zost cases uken a sirgle job ?erformace measure

critEricn) has been used in previous research, a measure of

survival has been the cverwbelsing choice. his is recause

such a criterion is readily measurable, is ccntinucus, and

is of imjcztance to tie Navy since tne costs associated with

attriticz and subsecuent replacement are considerable.

Cther single criteria have teen length of service (10S),

time tc Ercuoticn, highest rank cr grade achieved, retention

Jas mEasured by reerlistment choice), and perfcriance at

Class "A" Schools.

lie cczaon predictcrs of Jcb performance are educatica,

numlei o dependents, age, sex, race, ASVAB subtest sccres,

AFQT scores, mental group, DEP status, and some "after

accessicn" variables such as recruit training lccaticn,

subsecuent dependent status, and initial and follow cn duty

assigrmerts.

In this study tuc criteria will be considered. The

first bill be an LCS criterion and the second will Le a

comcsite criterion where success will be defined as

completing the first term of enlistment, being eligitle for

reenlistient, and achieving the paygrade E-4. The candidate

predictor variables will be age at entry, sex, race, entry

Faygrade, education, dependent status, term of enlistaert,

ASVAZ suttest scores, AFQT sccres and the composite sccLe to

guality icr the AD rating. The specific variables frcz the

AD data set used for analysis, as well as the evoluticn of

the data set, are discussed in the next chapter.

15
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III. EATA EAS1 DEVELOPMENT

71is chapter provides inforzatioL concerning the aaster

data tase and the stLset of this master file, the AD data

set, that has used in this study. The generation cf this AL

data set is descrited in detail, as are the specific

Fredictcr and critericn variatles discussed in the Erevicus

chaptir.

A. AS E B FILE

Erlisted historl records on over 206,000 ncn-Erior

service sailors who Entered the Navy during the -ericd 1

4 Septezter 1976 to -I December 1978 were cciapiled hy the

Leferse Marower Data Center (DMDC) staff. This master file

%as created by merSing data elements frcm four separate

files: (1) the DMDC Cohort file, which is itself a coapila-

tion cf infcrmation from DMDC's Enlisted Master Reccrd and

loss files; (2) a Navy Health Research Center (NHRC) file;

13) a Frczction exairiation file; and (4) a Chief cf Naval

Educaticr and Trainint. (CNEI) file.

lie LELC Cohort file contains personal and dexograilic

data cr individuals at the time they entered the service.

Additionally, it is updated quarterly by the Military

Perscrnel Ccmmands with active duty or service separation

inforzaticn as apprcriate. This file provided cver 150

variales to the master iile.

The NEFC file contains information on each enlisted

member of tie Navy who has teen or stiLl is cn active duty.

It is updat~d guarterly from Navy diiitary Personnel Ccmand
N143PC) change tape extracts, and follows a service mEmler

from date of enlistmert to date of discharge. Thie NEfC file

represents approximately 30 varianles in the master file.

if



7he frcaotior exaninaticn file includes advancement exam

and jizcmcticn data, and the CNEI file contains infcriation

cn fcrmal training received b individuals in the data lase.

ogetker these files provided over 60 variables to the

master data base.

The aaster file, containing 243 variables, is maintained

at the Naval Postgradcate School. The.final update tc te

file includes DMDC data current as of 30 September 1S8E2, and

NHRC data current as of July 1982. The program tc access

data cm tie selected rating is contained in Appendix A.

E. At ZA7A SET

7bis section describes the evolution of the AD data set

that contains the observaticns and measures analyzed in this

study. The AD data set was derived through a number of

iterative screens, ard new vaziakles were created, in crder

to remcve aberrant observations and to refine the predictor

and criterion variables prior to statistical analysis. Ihese

iterative steps ultimately reduced the number of cases in

the AD data set frca 5,562 to 2,820 observations. The

programs used to screen the data and to create new predictor

and cxiter-icn variables are cortained in Appendix A. The

logic fox these processes is discussed in the remainder of

this cbaiter.

1. Screens

!ince one purpose of this study was tc analyze

Aviation Machinist's Mates who had operational experience in

the fleet, the first screen ieriormed on the data was to

select crly those cases whose final DMDC rate (DZCFAII) I

appeared in the last master file update as ADs. This means

.je actual variable na e associated with tha coiment 3.s
Frovioed in parentheses througnout the remainder ci this
chaptfr.

17



they bere workirg ir the AD rating at either the time o

their separation frcm the service, or at the time cf the

last file u;date if they were still on active duty. Ibis

screen allcwed for people to migrate into the AD rating

while ensuring that those cases who left for another rating

%ere excluded frcm tie analyzi-.

The cases were next screened for ADs with rc Eric.

Navy service (PRIORSi). In addition, individuals who zay

have charged their sccial security number (SSNCBNGE) were

removEd fica the saille. These screens ensured that no

cbservaticns were courted more than once in the anallsis.

The observations in the AD data were then screened

to select cnly those reople who were tested on ASVAE forms

5, 6, cr 7 |UESTFORM) at enlistment. These test forms were

in use during the period in which the individuals in the

data set enlisted. Also, those cases whose subtest scores

(ASVAEs) were impossibly high were eliminated from the data

set.

Two other screens &ere conducted to capture those

cbservations whc enlisted in either the Regular Navy or

Naval Eeserve (SERVACCS), and who were known to have signed

up for at least four years active service (RECENLST). It is

worth toting that during icdel development, the term of

enlistert measure (IERMENLI) was consistently significant,

hut mith a negative value for the parameter estimate. This

indicated that those individuals who enlisted for lcnger

cbligated service actually served less time than thcse uho

signed up fcr shortez terms of enlistment. The parameter

estimate for term of enlistment changed to a positive value

when the RECENLSS screen was implemented. Apparently, by

screenirS fcr four year active duty obligors, the data set

then excluded those zeservists who were required tc serve

cnly three years of their six year obligation cn active

duty. Fcr these observations, a six year term of enlistment

18
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bas an errcneous valuE for the TEhENLT variable. 1his

important discovery revea ls a robable flaw in earlier
similar enlistmert standards analytic efforts.

Ancther screE. r.L.cilitated inclusion of those cases

for which tiere was clear indication of their eligibility to

reenlis t (ELGREUP1 cr ELGREUP3). The final screer in

setting up the AD data set included cnly those separated

individuals who could be easily identified by "cccd" cr

"bad" irterservice sejaration codes (ISC). Observaticns

hith separation codes in the "grey" area (death, hardship

discharge, entry intc officer programs, or medical disSuali-

Iicaticn) were removed from the data set since it was felt a

legitizate deterainaticn of their success or failure could

rot te made.

Eaving incoricrated these screens, freguency distri-

tuticr analysis facilitated the removal of aberrant or

impossible cases. for example, the maximum length of

service between 1 September 1S76 and 30 September 1982, the

period of the data base, was 72 months. Cases wbc were

listed as having greater than 72 months LOS were reaoved

from the data set.

2. Created Varialles

This discussicn identifies the variables created in

additicn tc those already in the master data base. Creating

these vaiiales facilitated more detailed analysis of clser-

vaticts in the AD data set, and enhanced the enlistment

standards mcdel develcpment process. The following ccaxerts

will alsc address the reascns for se±ecting some variables

and nct cthers.

a. Predictor Variatles

There were several ways that individuals ir the

zastezr data base might appear in the AD rating during their

I



career. They may have enlisted in a program to beccue an

AD, taker tie AD rating exam, and/or achievea the AL rating

through cn the job training. To distinguish betheen the

variccs ccmbination- of these processes, an entry group

variakle (EETEYGEP) &as created. Frequency analysis cf this

new varialle ccniiraEd that the final DMDC rate of AD

screered and selected only those cases who actually ended up

as AIs. An effort was made to develop models for varicus

combiraticnz of these entry groups during stepwise recres-

sion analysis. However, the derived models were not signif-

icant, and they did not improve upon the models ultizately

selected fcr analysis.

A common 1redictor variable in enlistmert stan-

dards ocdels is cne dealing with education. The measure in

the master data base reflecting education level (HYEC) was

converted ficm a qualitative value to a continuous variaile

(CHYEC) to facilitate statistical analysis. In additicn, a

dichctccus (0,1) variable was created to reflect attairment

cf d ligh school degree (H.iDG). During stepwise analysis,

which is discussed in the next chapter, each of these two

new variatles was offered separately as a candidate

predictor variable. In nearly every instance, hSDG was

*shown tc be more sigrificant than CHYEC.

Other comncn predictor variables which measure

entry-level attributes are ASVAB subtest scores. .1c allcw

the use cf these measures of individual characteristics, the

scores here standardized, and the created variables

JSASVAs) were considered during model development. As

zenticned in Cha ter I, standardized ASVAB subtest scores

are used in varicus ccmbinations as composite measures. Cne

cf these ccposite variables is AFQT percentile (AEC'ICN)),

uhich alsc yields AFCI groups (AFjTGRPS). Another ccmpcsite

is t.e sccre used to determine eligibility Lcr the AD

ratinc. Iwo variables were created in the AD data set to
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identify this latter composite measure. The first var'iable

creatid (AfCOMPOS) uas a continuous varianie which khad d

4 value EQUaI to the SUM Of the four ASVAB standardized

subtest sccies that zake up the composite. The sEccnd VaLi.-

able created (ADMINSCR) was a dichotomous variable uhich

distirguished those ALCONPOS values greater than or cgual to

190 ficz thcse ALCOM.ICS values less than 190. Each time cne

of thesE fcur composite measures was offered as a candidate

Eredictor variatle during regression model develcraent,

three scEarate trials were run. one trial containEc the

4compcsitE measure ard all 12 SASVAB variables. Anctlez

trial contained the ccmposite variable and only thcsc SASVAB

varialles that did nct make uj the composite variable. Ihe

third trial contained only the composite measure with no

SASVAE variables. Additionally, the trials ccntained Eitler

AFQTFCt7 cr AFQTGRPS, anid either ADCOIIPOS or ADdIiNSC5. 1he

EurpcsE c! this iterative process was to ensure multicclli-

nearity effEcts were minimized among the independent vari-

ables. During the developmert of the regression models,fi

AFQIECNI[ and ALIIINSCE~ were ccnsistently shown tc te mcre

s.E.gnificant than AFCIGRPS and ADCOMPOS respectively. for

this reascn, they %ere included among the final candidate

* predictoir variables used in stepwise regression analysis.

Another petdictor variable commonly ccrsidezed

by enlistzert standaids research deal s with marital status

and Zependents. Tie master file contains a qualitative

varialle (METLDPND) Ybhic~h reflects marital status and numter

of dependents. This study created a dichotomous variable

(DEPINIS) which distinguishes single individuals ftrcm tacso

who are married and/cr: who have children. Again an itera-

tive Erccess revealed this created vdriable to consistEntly

le mcie significant.

The effects of race and sex were also considered

in tie analysis by creating new variables. TIE bEst



variatle in the master file to indicate race and ethric

status identified categories ci waites, blacks and cthers

(RACl). Since this variable was jualitative, three euiuy

variale were created (WHITE, BLACK, and OTHER). sc allow

analysis of the effects of sex, the mastez file variatle

(SEX) was ccnverted tc a "0,1" variable (NUSEX).

Several cther predictor variables were ccrsid-

ered and tested for significance and possible inclusicn in

the final set cf cardidate predictor variables pricr to

develcling the regression models. Age at enlistment

(ENITEAGE), enlistment paygrade (ENTEPAYG) and term of

enlistiert (TERMENLT) were among those selected. Aany vari-

ables were rejected because ether measures were bEtter alle

to caFture the desired effects. One particular variable

which did not show to be significant was the ccmpcsite

SCREEN variable (SCRIIN) discussed in Chapter II. 7his zay

le because the compcnents cf the SCREEN variable are indi-

vidually mcre aEprolriate for analysis, karticularly wien

the emphasis is cn predicting operational performance in the

fleet. Sizilar results were cited by &cGarvey [Ref. 10'.

The final set of predictor variables created in

the AL data set are interaction terms. These variables

represent all twc-level interactions of the seven variables

that Net the specified significance level during steiwise

regressicn analyiis. The development of these variables is

discucsed in more detail in Chapter IV.

t. Criterior Variakles

As discussed in Chapter II, this study used two

critezicr variables when develcping the six models--length

cf service measures and success measures. Tae length of

service measure for regressicn models is a ccntinuous vari-

able IAFLS1), and icr discrizinant models is a dichctcmcus
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varialle (EUCCTAE).2 SUCCTAf has assigned a value cf 'one'

if tIe value of IAIS1 was greater than or egual tc 43

months, or if the value of TAl,51 was greater tnan cr E ual

to 45 acnths and the individual entered the Navy in Cctcher,

tovemlez or December 1978 (IAZEENLT). Tnis was done to

ensure tiose cases w1c did not have the ojortunnit tc serve

48 mcrths were nct izfzcperly classified as failures.

Individuals were considered as successe-s, for

Eurkc-Ez of this aralysis, if they served 48 mcrths or

longer, achieved Ea~grade E-4, and were recommended tor

reenlistMent. Again, observations who did not havE the

cpportr ity to serve 48 mcnths were also considered

Successful on the ICS porticn of this crite.ion if tiey

Served at least 45 mcrths. The success criterion variatle

JSUCCIS.2) captures these measures by considering SUCCIAF
and tuc cther created variables (SUCCPAYG and SUCCREUP).

SUCCPAYG identifies those cases who achieved 1-4

as measured by two created variables (PAYGRADE and NUB AY).

EAYGFALE was created froz cne of two DIDC variables

IPAYGBLE-1 cr PAYGEDEn) that measure an individual's jaygrade

at the last file update or upcn discharge frcm the service,

as allroiriate. NUEIPAY was created by ccn'verting an NRC

varialle |BIPAYGRD) from a categorical to a numeric vari-

able. Usirg both DMEC and NHRC measures of paygrade ensured

correct classificaticn of an individual on this Ecrticn cf

the critericn.

SUCCEUP, the eligibility to reenlist Ecrticn cf

tae succEsS critericz, was derived from the DMDC variatle

({LGBEUE1) that captured the reeniistment code assigned uion

an individual's discharge frcm the service. Service members

cn active duty as cf the last master file upiate were

considered eligitle tc reenlist, as long as there Yas no

2 risciminant anajysis reguirtsthe.use o; catEgcrical
vice continuous varia es c assitication variables.
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cther irfczaaticL tc the ccrtrary. The next chastEr will

discuss bow the infcrcation ccntained in the AD data s~t kas

specificalll evaluatEd usin three separdte statistical

analyiis techni~uEs.
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IV. STATISTICAL ANALYSIS

lbree distinct statistical methods were employed in this

research: Descriptive Analysis, Regression Analysis and

riscriairant Analysis. All methods used Statistical

Analysis System (SAS) procedures to analyze the data and

develcl the models. Table I contains a list cf the 46

candidate Eredictor/discriainating variaoles u3ed in this

study. In all, six sets of variables emerged, and each zet

was aralyzed using bcth regression and discriminart techni-

sues fcr ccmparison. These six sets of predictcr/

discrizinating variatles are shown in Table II, alcng with

the a~jicjriate criterion/classification variable. Each

metncd, along with the results, are discussed in the

fcllcuing sectiors cI this chapter. It is worth ncting

that, while the results may nct represent a marked improve-

ment cver the selection process in use when individuals in

the data set enlisted, the methodology presented may he

applied tc further aralysis of the AD rating cr to any ctker

ratirG in tie Navy.

1. LISCEIrPUVE ANALYSIS

Descriptive analysis was accomplished through review of

frejuencl distrihuticns, summary statistics and multivariate

corr elaticns.

1. recuenc An lsis

Ereguency distributions are summary tables in which

data are grouped cz arranged into conveniently estallished

numerically ordered classes or categories. The Frccess of

data analysis is, tierefore, aade much more waiageaile and
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TABLE I

Candidate Precictor,/riscriminating Variables

v ariatle Label

AEC IECZ.I AEQI EERCENTILE (CREQUIVALENT1
iEf IG~iS Af~I C-FOUPS 15 4CSSB4A,3B 3Az 1)
INTEXAGE AGE~ Of INLIV LUAL AT TI.Z OF NfEY
1FPAG ENT~RY EAYGRALE (E0-Oi1)
7ERLMENIT TERM C1 ENLISTMNT INO. OF YEARS)
ESEC HIGH- ECHOO-L GRALiJAIL 1) V. CTHER(O)
LEEENLIS SINGLE NO DEPE1hDEN T 01CIHERWISE 1
CHYIC CCNVEMEL NUIEEE C1E YE kRS Of ELUCAIIO
SSAEC-I S'IANLIEDIZiED 5OCRE - GENERAL INFORMATICN
SAS AEN'O SIANDABLIZED SCCRE -NUMERICAL CPERA IICNS
cEVSAEAD SIANEAFLIZED SCCZZ - ATTEN~TION TO DETAIL
ZASIAEUK STANDABEIZED SCCRE - WORD KNOWLEDGE
ZASVAEZR SIANLtELUZED SCCZE -ARITHMETIC REASONING
ZhAiAESP SIANDAFLIZED SCCEE - SPACE PERCEPTION
ZASVAEEK SIAND.AELIZED SCCBE - MATH 1(NOWLEDGE
ZASVAEEI STANDARDIZED SCCBE - ELECTRC JIC INFO
ZASVAEZ1C SIANDAFLIZED SCCRE - MECH COA~PEHENSICN
ZASNAEGS SIANDABLIZED SCCEE - GENERAL SCIENCE
ZSABAE SIANDABDIZED SCCRE - SHOP INIORMATION
ZPSVABAI SIANDABDIZED SCCRE - AUTO INFORMATICN
ELACE 1j BIACK EE-ILFA10WIE ELSE (0)* ~~CIEEE 1i N E1THR AC RWITES (0
? USEX (1) IfAE 0 FEMALE
ArccCNCS AL ASNAB C N GSITE
ALIIN.SCR AL ASVAB COMECSITE SCREEN
INIEE01 DIPENLIS * HSDG
INIEB02 DEPENLIS * B.LAC F
INIEFiC3 DIPENLIS * NESEX
1NIEECL DEPENLIS * T Ei ME VIT
INIZE05 DEPENL IE * SASVABA1
INIERC6 DEPENIIS * ALMINSCR
INIEEC7 HSDG * BLACK
INIERCE USDG * NUSEX
INTERCS HSDG * TERIIENL'I
IN IER1C HSDG * SASVAEAI
IbIE~il HSDG * ADMINSCE
INrIEf12 BLACK * NUSEX
INTEP13 BLACK * TERMENLI
IN7E1L BLACK * SASV AEAI
INIE15 BLACK~ * ADMINSCE
INIMR6 NUSEX * I ERM E NLT
IN IER1 N USEX * SASVAEAI
INIE18 NUSEX * ADMINSCE
INIIE19 TERIIEbll * SASVABAI
1NIEE20 1IRMEbIT * ALMIEhSCR
IN IER21 SASVAIAI * ALMINSCR

zeanitcful. In this Etudy, frequency analysis wi s perfcrlzedK to jErcvide counts and percentage distributions of individ-

uals in th2e samile, and to illustrate the range of the

Fredictcr and criterion variables. This infcruation

provided a kase upoL which tc screen aberrant observaticns

and tc ccmiare the resEults of this study. Frequency distri-

tuticrs are provided in Appendix B for the AD rating.
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Selecticm MIodels

M2cdEl PrEdictcrs/ Regression DiscC iminant
Discrimirating Criterion Classi±.lcaticn

Varialles Variable Variable

A LEPENDTS IIMENLI TAFLMS1 SUCCTAF
ADMINSCR fiiDG
EIACK CIBEB
N USE X

E 'IERMBNLTINTMER03 TAFM1S1 SUCCIAE
I NTER C4 IETER08
INSTER14 l1bTEi21

C INTERC3 I 'IERO8 IAFMS1 SUOCCIAAI4 ASVAEWK INTEPAYG
I LEPENDTS IhSDG SUCCESS2 SUCCESS2

CIHER IMEL
SASVAEAI EASVABW1E

E INTER03 INTERO9 SUCCES52 SUCCESS2

F INTER0.3 lNTER09 SUCCESS2 SUCCESS2
INT ER 21 CIBEE
ZASVAEEI !SASVABNiIX
EASVAESI IFIGRPS

Ncte: Variamle sets A, B, L and E resulted fc om
steYpWISetrIE eSSIOn technlu The var-
iable sets Cand I resulteltom stepwise
discrizinart techniques.
Table I prcuvides the labels for these
variables.

2. Summiary Statiastics

like freguency distributions, descriptive suamary

statistics are useful for analyzing and interpretirg quanti-

tative data. These summary statistics represent cro~erties

4cf lccaticn, dispersion and shape, and may be used to

extract ard summaize features of the data set.

FeprcEentative summaz statistics for variatles in the AD

data set axe shown ir Table 111.
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TAELI III

Selected Summary Statistics

VABIAELE ,1EAt SIANDARD 31INIMUM EAXIMEM
DEVIAIION VALUE VAlU E

AIECCNI 43.4S 20.50 6.03 59.0c
TA MS1 49.22 9.44 2.01 72.OC
ENIEYAGE 18.85 1 . E2 17.0) 30 . 0C
SA VAEGI 4.9.91 7.71 20.00 66.0C
SASVAZNC 50.4-- 7.EO 23.03 69.00
S.ASMAAL 50. 34 9.28 20.00 8 C. 0C

ASV A E1. 48. 2C 7.51 30.00 64.00
SA!VAfAE 48.92 6.s8 29.00 65.CC
SAEVAIES 49.12 8.39 21.00 66.0C
SAEVAEMEI 5o.4E 7.01 2b.00 67.CC

. 1. 04 6.S8 20.00 68.00
SAEVAEIMC 50.08E 8.24 25.00 71 .O0C
SA!VAfGS 49. 57 7. 14 24.00 7C .0CISAEVAESI 50. 9c 8.48 20.00 65.OC
SA!VAf Al 51. 1f 9. 51 26.03 67.00
CEIEC 11.7S 0.73 3.50 16.0c
ACCMGS 19.99 19.19 99.00 264.00

3. tultivariate Correlation Analysis

laeasurin3 the strength of the relations hip tetween

variatleE say be accciplished hy correlation analysis. i.is

techniyue etables one to gain an idea of the degree of asso-

ciaticn or covariaticn that a variable has with arctler

varialle. The summary measure that expresses the extent of

this relationship is the coefficient of correlaticn, r,

%hose values range fzcs -1 for perfect negative correlation

to +1 fc jerfect csitive ccrrelation. Values clce to

zero indicate little systematic covariation between two

variailes. Correlaticn coefficients icr guantitative vaii-

atles used in this study are ccntained in Appendix B.

Assessing the strength of association between vari-

ables does not allow a researcher to predict the value of

cne variatle from the value of another variable. The latter

involves regression techniques, and is presented in the next

secticn of this stud).

2E
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E. EEGEESS10N ANALYS~IS

FegrEssion analysis is cne method used ta develck, a

statistical model that can predict the values of a delcrdent

cr resjctsE variable based on the values of indeiErdent or

Explaiatcry variables. Rather than merely measuring the

association between variables with correlation analysis, a

regressicn zodel. attEuptS to Eredict or explain the value of

the critericn variatlE by developing an aguation that is

tased cn weighted values of cne cr more Ereiictor variatlEs.

In dcveloping the selecticn models in this study, the

process emiloyed was to first apply a variable "s-earch"

procedure called steiwise regression. The resultant xcdels

viere then aralyzed t) simple xe~ression analysis, and vali-

dated acainst a hcld-cut sample of the data set. The

details cf this process, the specific models derived, and

results of the analysis are reported in the fcllcwing

secticns. Ap)pendix C contains a discussion of regression

azalyzis assumptions and methodology.

1. StepEwise Regregssion

Cne of the desired characteristics of i regression

model is parsimonty, which means including the least numter

4 cf exilaratczy variatles that permit adequate interpretation

of thE dependent variable of interest. Such mcdEls are

EasiEr tc irterpret aid are act as likely to be affected by

sulticcllinEarity3 picblems. In deveioing the uodElz for

this study, stepwise regression procedures were employEd to

find a "test" combiration cf Eredictor variables, thereby

avoiding the computationally complex and ccstly Eprccess of

examininc all possible regressions.

---- - ---- 0

3 fulticcllinearity refers to the condition in which scie
cf th4E indejendent variables are highly correlated %ith eac:1
cther. khEn multicollinearity is present, the values of the
regressicn coeifiicierts for: the correlated variables may
fluctuate dramaticalll.
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In this stud), two sets of candidate pred ictcr vari-

ables were analyzed with the stewise procedure. The first

F set included those entry-level attributes and meazures that

were considered likely tc he good preaictors cf each

critericr, tased on a review of similar enlistment standards

studies. As discuss ed in Chapter II, these variables

included individual and demcgraphic measures such as mental

ability, alount of Educaticn, entry age, entry paygrade,

aarital status, AFQT percentile, and ASVAB scores. Tatle IV

provides a list of the 18 candidate variables from the AD

data set t1at were used in the stepwise procedure.

The seccnd set of candidate predictor variables

included the seven variables from the first set that met the

specified significance level for inclusion in the stepwise

model. In addition, this set included all two-level inter-

acticns 4 of these seven variales. Inclusion of interaction

terms in this study represents a marked departure frcm

previcus enlistment ztandards research. The results cf this

analysis clearly irdicate the presence cf interaction

effects amcng predictor variables. The seven predictor

varialles and 21 irteraction terms used in the stepwise

analysis are alsc cortained in Table IV.

Lsing these two sets of candidate predictcr vari-

ables, tie steiwise Eroceduze was run on each of the two

critericr variables, 7AFMSI and SUCCESS2, which were defined

in Chapter 1II. The resulting four models were developed

from a urifcrm randcm split, the derivation sample, cf 1440

cbservaticns in the AD data set. This derivaticn sample

constituted approximately half of the 2820 total cases in

the AL data set. Sc doing facilitated cross-validaticn of

tAr interaqtjon invojvqs thj urjdqct of twc.cr more
indepEndent varlaIes, ann is inc l ed in a regressicn model
when the relaticnshit between one independent variable and
the deendent variale changes for differing values of
another independent variable lBef. 11).
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TABLE IV

e Predictczs in Stepiise Regressions

VariatJle Label

-- 21B2 SET -

fifiECN - AJT ERCEN'IIIE (CR.E UI VAI.EN7L),
EhIY~EAGE -AG~ C1 INDIVILUAL AT 1.IME OF ENY
ZN2FIAIG - ENTRY PAYGRADE (EQ--Oil)
7EBEENhT - TERM1 CF ENLISTM ENT (NO. OF YEARS)(ESIC - HIGH-SCHOOL GRADUAT E(1) V. OTriER(Q
LIEENDIS - SINGII NO LEPENDESTS (0 ~~T RI SE

SA~EI- STANLA iIZEL SCORE - GENIRAINFORAI
SASNAENOC STANEARL.IZED SCORE -NUMERICAL OPERA71CNE

SASVEAD- SANILL.ZELSCORE - ATTENTION TO DElAIL
SASNAE1UK - STANIARDIZED SCCRE - WORD KNOWLEDGE
SAEVAESP - STANLARLIZED SCCBE - SPACE PERCEPTION
SASNAEMC - STANrARDIZEL SCORE - MECH COMPREHEZNSICN
SASVAESI - STANIAPDIZEL SCCFE - SHCP INFORMATION
SASNAEAI - STANrARLIZED SCORE - AUTO INFCRMAIION
EIACK - (1) ElACKtREISi (0
('IEEB - 1) ITHf B1. K NOR WHITE, ELSE (0)
IUSEX - (1) E.AE, AO K~MALE
ALMINSCE - AD A5JIAB Co hkC5ITE SCREEN

-- SECCtU) SET --

7EEMENIT - TERM CE ENLISTMENT (NO. Of YEARS)
ESLG - EIGH-SCBCOL GEADUAT E(1) V. OTHER(O
ZEEENL'IS - SINGLE NO DEPENDENiTS (, CTHERWIEE (1)
SASVAIAI - STANIABDIZEL SCORE - AU TO) INFORMATION
FLACK -1 EACK, AC EMAL(ZdSE IAE C EM (E
AD 111N 5C3 I1AIVAB CUM CSIIE SCREEN
IVIIEO1 - LEP ENLIS * HSDG
INIIE0O2 - LEPEIT S * ELACK
INTIRC2 - EPEhI~S * NLSEX
INIEE04 - LEPE'iL'S * SASVABAI
JIEBC6 - LEPELIS * ALMINSCR
INIER07 - HSDG * BLACK
IVTEECE - HSDG * NUSEX
IN'IEROS - HS1;G * TERMENII
lbNTElC - !iSEG * SASVAEAI
INIIER11 - HSDG * ADMINSCS
INTER 12 - E.LA C1 F NUSEX
INIE13 - ELACB * ERMENIT
INTElE14 - ELACIE SASVAEAI
IN~IER1! - ELACI' ADMINSCR
INIELi16 - NUSEX *TERMENIT
INIEE17 - NUSEX SASVAEAI
IIEE~lE - N(JSEX *ADNINSC R
INIEE1'S - IERNEbIT * -EASIABAI
INIEE2C - 'ERN~bIT * ADM.INSCa
INIER21 - SASVAEAI * ADIIINSCR

the zncdels against a told-out samcle, the validation saaple,

hnose claiacteristicE would not infl.uence the criciral

L. 31 ._



develcpent of the acdels. The predictor variatles tiat

remaired in the modEl at the termination of the stepwise

procedure here significant at £ < .10, and most variables

%ere sigrificant at 1 < .05. The four models themsElves

here significant at j < .00C1.

2. Multiple Reqression

1he four models developed by tne stepwise rccess

were rext analyzed tsing the SAS Regression proceduze to

descritE the particulax straight line model that test fit

the data. Table V ccntains the printed output frcm the SAS

Begressicn 1rocedurE that was run on each of the fcur

models. Icr comparative purioses, two models develcjEd by

discrininant analysis technigues, discussed in the next

sectici cf this cnaptEr, are alsc shown in table V. The SAS

User's Guide provides a detailed descripticn of the statis-

tics that are included in the tables, as well as their

aethcd cf ccmputation [Bef. 12]. It can he seen that Model

E, with tie highest E-SQUARI and all variables statistically

significant, is the lieferred regression model.

The propcrticn of variation in the critericn vari-

able Explained by the set of predictor variables selected is

callEd tie coefficiert of zultiple determination, and is

denoted f-SCUARE. The values of R-SQUARE for the mcdels

develcped in this study are relatively low. This may be

Fartiallj attributable to the large number of observaticns

in the AL eata set. However, it is also likely that the

variation cf the criterion variable, length of service or

success as defined ir this study, is also due to factcrs not

captured by the entry-level attributes and measures used as

predictor variables. These factors, which affect an indi-

vidual's performance and decision to remain in the service,

present themselves subsequent to enlistment. They may

include satisfaction uita initial assignment, gecgraihical
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TABLE V

egreEsion Analysis Results

tcdel PiEdictors Paiameter Rrob > III E SuacE F Value
Estimates

A INIERCEPI 29.049 0.0001 0.0537 11.613
LEFENDTS 2.841 0.0636
IEEBMENLT 3.639 0.0001
ALMINSC R -1.207 0.026 0
ESDG 1.807 0.0036
CTEER 2.254 0.0294
bESEX 4.171 0.0079
ZIACK 1.729 0.0131

B IN IEECEPI -2. 140 0.0001 0. 0547 13.82E
IEBEENLT 3.890 0.0001
INI .B03 15.724 0.0026
INTERO4 -2.937 0.0173
INIER08 2.113 0.0004
IN'IIEI 4 0.032 O.0398
IN IER21 -0.024 0.0134

C INIERCEPI 51.746 0.0001 J.0223 8.O9
INTER03 3.888 0.0163
INTER08 2.137 0.0004
SASVABWK -0.101 0.0022
E1NPAYG 0.416 0.3685

D IN7ERCEPI 0.535 0.0002 3.0255 6.238
LEEINDTS 0.172 0.0131
1EMENLT 0.053 0.0549
ESDG 0.115 0.0001
CTEEH 0.080 0.0871
ESASABAI 0.001 0.5630
SASVABWK -0.003 0.1028

E INIBECEPI 0.663 0.0001 0.0193 14.5C1
IN1ER03 0.196 0.0064
INTIER09 0.030 0.0001

F 1N2ERCEP 0.565 0.0309 0.0370 E.17
INIER03 0.202 0.0053
INIER09 0.038 0.0001
INIIE21 -0.001 0.0576
CIEER 0.101 0.0297
SAS VABEI 0.006 0.0022
SASVABSI 0.002 0.1456
CHiYEC -0.033 0.1138
PFQ1GRPS -0.027 0.0092

lccaticn of duty assignment, ccmmand climate, anit eallcy-

sent, chan~e in marital status, societal values and ErEs-

zures, and educaticral and economic cpportunitieE cutside

the ailitary. The c ictors or measures are Fcst hoc

consideraticns that aze not available when screening candi-

dates fcz Enlistment and initial ratin9 assignment. Tley



are issues that are alpropriate for more so:histicatEd ieth-

odoiccies, for examplE, covariance structure anal~sis which

can treat complicated enlistment standards models as a

series of simuitaneocs eiuaticns that capture perfcroance as

a "umult.ile-stage" piccess occurring taroughout an irdividu-

al's ilitazy career. Zaef. 10]

3. Yalidatica

The results cf the regression procedure were next

validated acainst the hold-cut sample. Each of the re'res-

sior ffcdels was derived frcm a uniform random sample, the

derivaticr sample, cf the cbservations in the AD data set.

The ZAS Fegressicn krocedure was employed to calculate the

Earazeter estimates fcr the associated predictor variables

using data from cbservations in this derivation sample. The

SAS Sccre procedure then used these estimates to predict the

value ci the criterict variable for each cbservaticn ir the

validaticE sample. finally, these predicted values were

correlated with the actual values of the criterior in the

validaticn sample. liese correlations represent the valida-

tion coefficients fcz each acdel, and are shown in Table VI.

TIBII VI

Begression Model Validities

Mcdel first Validity Second Validity Average
Coefficiert Coefficient Validity

A 0.21342 0.20317 0.21
E 0.21536 0.21683 0.22
C 0. 1445S 0.13612 0.14
r 0.1738# 0.13766 0.16
SO. 1779C 0.12751 0.14
F. 14430 0.13531 0.14

Ncte: Tie First Validity Coefficient is the result cf
tie crcss-validaticn and the Second Validity
Coefficient results from the double cross-
validation. The repcrted average is the sizple
arithmetic sean.
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As a further check cf the validity 3f the six

regression models, the process was repeated ty deriving

Earameter estimates from the validation sample, and using

these estimates to ccirelate the actual and predicted values

cf the czitericn for observaticns in the derivation sample.

This dcule cross-validation technique is descrited in

detail iy Campbell [Eef. 13J. Table VI also contains tnis

second set cf validity coefficients for the six models.

Cccasionally, concern is expressed that random

samples may not be from a homogeneous population, and,

therefcre, the sample correlations may differ from the jopu-

laticn ccrrelations. One method of addressing the Erctlem

cf heterogereous samiles is tc average the correlaticn coef-

ficients tc obtain a single estimate of the pcpulation

correlaticn. If the sample correlations are of alcut the

same value and if tlEy are not too large, as is the case

with this study, this simple arithmetic mean will suffice.

here this not the case, however, another technigue is tc use

transfcrsations to Fizher's z coefficients. [Ref. 14: 7he

simple arithmetic average correlations are also presented in

lable VI. Appendix C contains the program used to calculate

validity coefficients.

C. LISCEIINANT ANAISIS

lie third statistical method employed in this research

was discriminant analysis. The use of discriminant analysis

allows ctservaticns tc he classified into two or more groups

cr categcries on the lasis of cne or more numeric variatles.

As was done with regression analysis, the discrizinant

models were derived ard analyzed from the derivatic sample

of the data set, and tested against the hold-out saxple of

cbservaticns. Variables in the model were again selected

using stepwise technigues. The resulting two models, and
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the fcur mcdels develceEd by regression analysis, were then

analy2ed usinj the SA.E iscriminant procedure. The jrcgram

used in this analysis is contained in Appendix D, alcng with

a discussicn of dizcriminant analysis assumpticns and

izethbcdclcgy.

1. Zte.wise Discniminant Analysis

7he SAS Stepiise Discriminant procedure was ealcyed

to select tie most useful discriminating variables. It is a

logical and efficient method of choosing an optimal ccmtira-

ticn cf variables. Their selection to enter or leave the

model is tased on either the significance level of an F test

cr a squared partial ccrrelaticn criterion. The selected

variables are those bhich contribute most to the discriaira-

tory lower cf the model. [Eef. 12]

Ihe variables chosen ty the stepwise discriminant

Erocess were selected from the 46 candidate variables shcwn

Frevicusly in Table I. The entry-level attributes and aeas-

ures that were considered likely to be good Eredictcrs, as

discussed in Chapter 1T, represent 25 of these candidate

varialles. The other 21 variables are the two-level inter-

acticr terms considered during regression analysis of tne AD

cata set. The prccedure was run on each of the two

critexicr variables, SUCCTAF and SJCCESS2, discussed in

Chapter III. The criterion variables define the groups irto

which each cbservaticn will he classified by discriminant

analysis, and are called classification variables.

2. Liscriminant Analysis

As previously mentioned, discriminant analysis

involves the study cf differences between two cr mcre

grouls, defined by a single nominal level variable, with a

stt cf ccmacn discriainating variables.
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Ih4e SAS Liscrisirant Analysis procedure prcvided the

zeans fcr conductinc discrizinant analysis ci the AL data

set. Tne rocedure bas run on eaca of the six models dEvel-

cped hy stepwise regression and stepwise discrizinant

jrocesses. Each cservaticn is placed in the class from

which it has the Enallest generalized s.uared distance.

Also taken into acccunt were tne prior probabilities of

group me:e'rship. Ihese prctabilities .are obtained zrom a

freguency distributicz cf actual successes and railiurs cf

the sazple data set. This was considered ap.ropriatE since

this study is attempting to improve upon the selEcticn

Frocess in use at tie time the individuals enlisted.

lahle VII contains the results of discriminart anal-

ysis. Each procedure incorpcrated the prior protatility cf

grouj meatership, irdicated cm tne classification matrix as

ERIC E. "The classificaticn matrix is divided intc zcur

elemeLts which depict the number of actual (row) vErsus

FredictEd (cciumn) classifications into successful (1) cr

failure (0) grouis. Ihe four elements (actual, predicted)

in the zatrix are:

(0,C) Ihe number cf failure cases predicted tc ie

tailures

(1,C) The number of successful cases predicted tc

6e failures

10,1) Iht number cf failure cases predicted tc te

successful

(1,1) The number of successful cases predicted to

be successful

Each secticn first ccrtains the classification matrix dEvel-

cped ly aElying the classification function to the deriva-

tion sagzle. The second classification matrix depicts the

results of applying this same classificaticn functicL to

cbservaticrs in the icld-out sample, thereby validatinc the

model.
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1he table also shcus two rates relevant tc eacn

rclassification matrix. The first rate is tiiE pErcErtacE of

corzEct classif icaticnz, called the "hit ra tell, -, 1 c h

FrovidEs a measure of the accuracy of the discniir~ant

modelI. IhE .eccnd Late is the percenta',e of enlisteeE ilo

uere classified as (1,1) ccxipared to all casEs whc were

Eredict4Ed as successful. It is called the "success rate"l,

and it jrcvides a mEasure of hou well this se'Lecticn model

would have ierformed. It may he compared to the clicinal

zel.Ectic. strategy s~ccess rate, the priors. SUCCESS rate

is an izicitant consideration with utility analysis, and

Will iE addressed further in Chapter V. As with regression

analysis, odel B is again the preferred model since it is

the czly cne that iziroves upon the selection strategy in.

* existencE duzing the t-imeframe of the AL data set.

Ic illustratE how the results may be intelrreted, an

ExamilE cf the classification matrices for lodei A will be

expiained. The model corrEctly classified 49 ot servaticns

C- as failures and 1079 cbservaticns as successful. The sum Of

tnese cczrEct classificaticns rep~resents 79 percent cf the

total cf 1440 observations in the derivation samei. TIo

test tl-E acdel' s accuracy, tb-e classification iuncticn is

*appliEd to the validation sample. Tae second classification

Matrilz irdicates 47 failure and 1039 successful oibservaticns

hecre ccrrEctly classified. IE sum represents a hit-rate of

79 percent of the total of 1380 observations in the hold-cut

* sample. lihe ccnsistency of these hit-rates indicates the

model is valid. TIE model tetters the 85 percenit SUCCESS

rate EpErienced by tie Navy with the selecticn process used

at the time the observations enlisted.

* however, it is difficult to Significantly imrcve

upon such a hijh Success rate. Additional entry-JEvEl

attzikutEs and ueaSLIES might be found tc better capture

success as defined ir thjis study. An alternate aiproach

3E



would te tc redefine the success criterion. In either case,

however, tie methodclogy Eresented in this chapter may be

similazly fcllowed tc devel¢c and test enlistment standards

models. IhE next chalter will discuss a method by which the

utility cf such an effort may le measured.

S

I
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TA.EI VII

Discrizimant Analysis Results

fodel fricrs Classification Matrix Hit SuccEss
C 1 Rate Rate

A 0.15 0.85 Predicted 0.78 0.87

SLCCIAF

C 1 Total

Actual 0 49 161 210
SUCCIAF

1 151 1079 1230

Total 200 1240 1440

Predicted 0.79 0.8E

SUCCIAA

0 1 Total

Actual 0 47 136 183
1 158 1039 1197

Total 2C5 1175 1380

B 0.15 0.85 Predicted 3.85 0.85

SUCCTAF

0 1 Total

Actual 0 1 209 210
SUCCIAF

1 2 1228 1230

Total 3 1437 1440

Pzedicted 3.87 0.87
S.CCIAF

0 1 Total

Actual 0 0 183 183* £UCCTAF 1 1 1196 1197

Total 1 1379 1380
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Model iricrs Classification Matrix iit -iU CCEs -

C 1 Rate iidti

C 0.15 C.85 Predicted 0.83 0.8t

S CCTAF

0 1 Total

Actual 0 15 195 210
SLICCIPF

1 46 1184 1230

Total 61 1379 1440

Predicted ).83 0.87

SECCTAF

0 1 Total

Actual 0 8 175 183
ZUCCIAF

1 E2 1135 1197

Total 70 1310 1380

D 0.23 C.77 Predicted ).36 0.86

SUCCESS2

0 1 Total

Actual 0 3C2 35 337
*UCCI!S2

1 8E9 214 1103

Total 1191 249 1440

Predicted ).35 0.84

SUCCESS2

0 1 Total

Actual 0 217 41 318
SUCCISS2

1 e50 212 1062

Total 1127 253 1380
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Ccdel ELicrs Classification Matrix 'iit SUCCESS

C 1 Rate RatE

E 0.2.3 C.77 Predicted 0.70 0.75

SCCESS2

G 1 Total

Actual 0 S5 242 337
5UCCI!S2

1 1E7 916 1103

Total 2E2 1158 1440

Predicted ).72 0.7S

SUCCESS2

G 1 Total

Actual 0 112 206 318
SUCCI!S2

1 174 888 1062

Total 266 1094 1380

F 0.23 C.77 Predicted .55 C.85
SUCCESS2

C 1 Total

Actual 0 238 99 337SUCCE!-S2
1 554 549 1103

Total 7S2 648 1440

Eredicted 3.50 C.82

SUCCESS2

0 1 Total

Actual 0 218 100 318
EUCCESS2

1 591 471 1062

Total 509 571 1380
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1. U7ILITY ANALYSIS

!Ltis chapter cortains an explanation of tae aEplica-

tility ci utility aralysis to the development of selection

irocedures, and discusses the theory of utility analysis.

The methcdclogy used in this study to a-ply utility analysis

is described, alcng tith secticn. on the calcuiaticn cf cell

protallities for regression and discriminant models, and a

secticn cn Estimatinc cell utilities. More detail cL the

calculaticns and programs used for utility analysis may be

found in AE;emdix E.

A- EEICSE OF U1III ANALISIS

ILE development cf a mcdel for use in predicting an

applicant's future performance in a particular jot is a very

necessary Eart cf most selecticn krocedures. However, the

model itself does nct constitute enough informaticr. to
enable a decision to be made cm whether or not it is borth

implenenting. The validity of the model is one indicatcr ci

its ;ctertial usefulzess but, as will be seen, other factcrs

significantly affect the usefulness of a model. All crSari-

zaticis would fird it valuatle tc be able to judge the woath

cf their strategy in quantitative terms, particularly wien

comparing their existing strategy to a newly develcFed,

competing strategy. A framework is needed which will allcw

the evaluation of a selecticn model in terms of the institu-

tional gains (or losses) that are expected to result when

that ICdel is used to guide decisions on selecticn.

Classical utility analysis provides such a framewcrk, aid it

allcs the calculaticL of usefulness to be made in tercs of

actual dcllars, which facilitates the comparison cf cne

selecticr mcdel with ancther.
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E. TEECEY CF UTILITI ANALYSIS

Ir the context cf utility analysis, there azE fCur

cutccies cf interest associated with selection decisioLs.

7hese cutcces are:

e Valid Positives (VP), which refers to the numher

ci applicants that are hired and wno turn cut tc

he successful cn the jot.

e false Positives (FP), which refers to the numter

cf alplicants that are hired and who turn cut to

be unsuccessful on the jot.

* False Neqatives (FN) are the people whc wre not

hired, but bic would have been successful if

tt~e had been tired.

a Valid Negativfs (VN) are the people that were

nct hired, and who would have been unsuccessful

if tey had been hired.

It is ctvicus from tie terminclcgy and the explanations that

VP and VN ccnstitute correct selection decisions, .and FZ and

FN relresent selecticr error.

Ilese outcomes are perhaps easier to understand with the

aid of a diagram. Ficure 5.1 shcws the zelationship between

hypotietical predicted (froz a model) and actual scores on a

job eizfcrance criterion icr a large numboer cf job

aiplicants.

Ihe elJipse contains the data on predicted and actual

criteziox scores. In this diagrammatic example, the ccrre-

lation tetween the piedicted and actual scores (the model's

validity) is apparent--higher predicted scores are asscci-

ated %ith higher actual scores and vice versa. The Ecint Y

cn the vertical axis is the dividing line between what is

consierd to be successful ierformance (say compiEticn cf

48 mcnth. cf service fcr first term enlistees), and unsuc-

cessful pezformance 4less than 48 months service h4Ecre
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Figure 5.1 Hypotetical Predicted and Actual Sccres

discharge). In utility analysis the term base rate is

defined as that prcicrtion of current employees Uhc are

considered to be successful. If seven out of every ten

emplcyees are successful, then the base rate is .70. 7he

point x on the horizcntal axis is referred to as the cut

score. If an a~plicant's predicted score (from the mcdel)

is grfatei than x, then that person will be accepted

1hired), ard if their predicted score is less than x, tien

they will te rejected (not hired). The location of X cr the

horizcntal axis will cften dejend on the selection ratio,

which is the propcrticn cf applicants that need tc he

accepted in order tc fill a certain number of jch.-. if,

45
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cver tie course cf crE year, 80 job vacancies are expected

to cccur and if 100 ajilicLrts over the year are expected to

a~ply fcr those jobs, then the selection ratio needs to be

.80 if all vacancies are to he filled. In the happy circum-

stance (from the recruiter's point of view) where th.rE are

tar acre applicants tban jols, then the cut score x will be

chosen sc as to aaxiaize the utility cf the selecticr prcce-

dure. Etility is defined here to mean the expected gain in

dcollais that results from a particular selection strategy.

lhe lines generated from the base rate and the cut score

divide tie sample into four cells as shown. Each cell

contains the people who are classified into each of the fcur

cutccoes cf interest. in cells 1 and 2 are people %hcse

iredictEd score is ligher than the cut score. Therefore

these pecple would be classified as accept. These accepted

people (tie positives) are further divided into those who

would te successful (valid positives) and those who wculd be

unsuccessful (false icsitives). Cells 3 and 4 contain the

leople who scored lower than the cut sccre cn tne predictcr,

and these would be classified as reject. Again, scae of

these rejected cases would have been successful (false

nejatives), and some would have faiied (valid negatives).

In utility analysis it is convenient to convert the cell

counts (represented t) VP, FE, FN and VN) to proportions of

the overall sample, so each count is divided by the number

cf pecile in the sample and the cell probabilities (PVP,

4FP, EIN and PVN respectively) result.

Cre further result of interest is the success rate. The

success rate is defined as the proportion of hired appli-

cants whc are, or will he, successful. It is simply fcurd by

dividing EVE by the sum of PVP and PFP.

Giver the concepts and terminology outlined above, it is

now pcssible to disctss in general terms the factors that

will affect the cell probabilities which, in turn, affect

the exiected utility.
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1. cdcl Validity

1he model's validity, as measured bv the correlation

tetween predicted and actual scores, is one factcr tiat

determines the degree of selecticn error resulting frcr the

selecticr ztrategy. If the validity is high, then the

propcrticzs of correctly classified people (PVP and PVN)

%ill he higher, and the selection error (FFP and PFN) will

le lcwer. Uineberg and Joyner in their review of alicst 150

ailitaxy studies related to jot performance predicticn,

found that validities range frcm .15 to .40, from a tctal of

-50 validity coefficierts [Eef. 153. Generally, validities

%ithir this range would be considered as low cr medium.

2. Ease Rate

If the existing base rate is high (say .70 or

greater), then it means that whatever selection strategy is

currently in use has a high rate of success in identifying

Zotetially successful applicants. Under these circum-

stances, it is unlikely that using a new model in the

staffinS Eiocess would yield much of an improvement in

correctly selecting alplicarts. A high base rate means that

the cell probabilities for PVP and PFN are going tc be

higher that for FFP aid PVN.

-. Selection Ratio

zssuming the acdel is valid, the lower the selection

ratic, tie more useful the modei will be in identifying

successful applicants. Decreasing selection ratics mean

that the organizatior can be increasingly selective in whom

it hires. Naturally, it will tend to accept only those who

score hichest on the redictor, those who are alsc predicted

most lixely to be successful. A low selection ratic (high

cut sccre) will mean that PVE azd PFP will be small. It
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also fcllcws tzat a lcw selection ratio will yield a higher

success iate--althouc1 few pecple will be hired, Mcst of

them wiil rEPreseLt ccrrect selection decisions (PVP).

C. E 122A7ING TEE OIITY CE A MCDE1.

Ihe exected utility (EU) cf a model is found by summing

the Excducts of each cell Ercahility and its associated

cell utility (U1, 02, U3 and 04), and subtracting the cost

ci givinc tie test tc an applicant (UT).

EU = LI(EVP) + U2(EIP) + G3(PFN) + U4(PVN) - UT (5.1)

Alperdix E contains detailed descriptiors on how cell

irotalilitiEs and cell utilities are determined. Fcr a

discrizirant model tie cell pricabiiities may be readily

derived ficz the output of the SAS Discriminant procedure,

because tie model classifies cases into predicted successes

and Fredicted failures. In the regression model the cut

score is nct known ir advance, so cell probabilities that

result frcs a number cf possitle cut scores are calculated,

and a cut score is eventually chosen based on which set of

cell liclabilities maiimizes the utility of the model.

ihe fcraula for calculating the expected utility of a

zodel requires that a utility be assigned to. each selection

cutccMe. These cell utilities are designated Ul thncu~h U4

and are associated kith the cutcomes VP, FP, FN and VN

respectively. The Billet Cost Model provides an estimate of

the ccst tc the Navy cf staffing a billet. In this study it

is assumed that this cost is egual to the marginal prcduct

cf a successful sailor, and so the utility of a valid posi-

tive ([1) is assigtEd a value of $24,163 [Ref. 16]. No

prover techniiue exists for estimating the cell utilities

for the three ottEr selection outcomes. Individual
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circuistances and lievailing market conditions zakE it

difficult tc estimate these cutcomes with real confidence,

so these cell utilities were estimated relative to U1, and a

inci iczm cf sensitivity analysis was conducted. 7he cEll

utility cl a false Ecsitive (U2) was assigned values cf -.5,

-1 and -2. Valid necatives (04) were assigned an egual and

cppcsite utility to U2, and false negatives (U3) were

assigned values cf 0, -. 25 and -. 5. Table VIII shows seven

different sets of cell utilities that were considered.

TAEIE VIII

Relative Cell Utilities

Ul U2 U3 U4

1.0 -0.5 -0.25 0. 5
1.0 -0.5 0.0 0.5
1.0 -1.0 0.0 1.0
1.0 -2.0 0.0 2.0
1.0 -0.5 -0.5 0.5
1.0 -1.0 -0.5 1.0
1.0 -2.0 -0.5 2.0a

71e ccst of administering a test (UT) is of significance

if tie ccst's of testing are different for ccmpeting selec-

tion strategies. The models developed in this study cse

data catered from tie existing tests, and thereIre the

costs cf testing will remain such the same. Thus in this

context, U1 may be icnored since it apiies e.,ually tc the

cid aid rew tests.

L. EI!017S OF JUILI2 ANALYSIS

latlEs IX and X ccrtain the results of the utilit i anal-

ysis cr the regressict and discriminant models resFectively.

7he "Perceit Change in EU" cclumn is the result ci the

comEatiscn cf the mcdel's utility with the utility cf the
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Ndvy's original selection strategy (base line utility). A

positivE Fercentage ciange in EU indicates that the aaximum

utiiit1 citainable ircm the acdel is higher than the utility

cf the criginal selection strategy. An increase in utility

cf sa 110 ueans that the Navy saves $50 ior each selecticn

cdcisacr (ccrrect cr incorrect) that is made by using the

modi rather than tLe original strategy. for the zcdEls

kith tkE -[CCTAF or 1AFIS1 criterion, the base rate is .861,

i.e., E6.1 Percent cf the Eecile selected by the Navy were

successnul. These pecle can be thought of as the valid

4ositives cI the original strategy and the remaining 1-.9

percrt are false Eczitives. (For the SUCCESS2 criterion

tnese figures are 76.8 percent and 23.3 percent.)

OLfortunately it is nct possitle to calculate the values oi

false ard valid negatives so these are considered tc be

zero. for the IAFME1 or SUCCTAF criterion then, the cell

Eroralilities for the original selection strategy are EVE =

.861, PEE = .139, PFb = 0 and FVN =0. 1he base line utility

'or each cf the three different combinaticns of U1 and J2

can then he calculated. The model utilities are tien

compared to these base line utilities and the differences,

expressed as a percentage of the base line utilities, are

reported. Similarly the base success rate cf the criginal.

-trategy is also .861 (for the TAFM.31 or SUCCTAF criterion).

The ccluan "Change ir Succrate" reports the actual differ-

ence tEtkeen the models' success rates and the base success

rates. 1he column "I-iATIO" shows the selection ratic that

results hEr the cut score is chosen so as to maximize the

utility, for each set of cell utilities.

1. iEgressicn Icdels

icL most sets of cell utilities, the regression

models developed shcu little improvement over the criginai

seiectic strategy. In mcst cases the selection ratio is

50

6. ._ i ..., .. . _ • , . - . i -. .. .... ... ........ .. .... .... . .



I.

very clcse to 1 and the Eercentage increase in expected

utility is very small. inis is not a sUrrising result

LEcause the model validities are relatively lcw (arcund .20)

and, more significantly, the Lase rates are very high at

.861 ard .768. It iz intelestin to note, however, that

when the ccsts cf a false io-itive and the benefits on a

valid neCative are hich, then the selection ratic is driven

down, and the utility and success rate go up.

2. riscrimirant Ecdels

in general the discrizinant models did nct jexfcza

as well as the regression mcdels or the Navy' s cricinal

selectict stratecy. Fcr scme mcdels the percent change in

EU was a significant iositive numher, but these were usually

associated bith extreue assumpticns of cell utilities. In

additicr tc the factcrs menticned in the previous suhsec-

tion, this poor ieiformance is because the discniminart

models lack the fleiibility tc vary the cell protalilities

dependinc cn the valces of the cell utilities. There is no

cpticr tc vary predictions deFending on the conseguences of

correct and incorrect selection decisions, and thus cnlly cne

set cf cell protabilities is available for each discriminant

acdel.
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TABE 1X

£Ut ility ~E~ults - Begression lcdels

IACEEL (1 U2 03 U4 A% EU ASUCCEATE SFAI1C

A 1.0 -2.5 -C.25 0.5 2.12 0.201 L.S
1.0 -2. 5 C 2. 5 2.14 0.001 .S
1.0 - 1. 0 0 1. 0 0.34 0. 001 C, cc

*1.0 -2.0 0 2.0 5.85 0.022 0C L D
ro1.0 -0. 5 -C.5 0. 5 0.1.1 0. 001 9Sp

1.0 -1. 0 -0.5 1. 0 0.32 0. 001 .SE
1.2j -2. 0 -0.5 2. c 1.25 0. 003 .993a

E 1.0 -- 0. 5 -0.2.5 0. 5 0.0 0. 0 1.0
1 .2 0C.5 C 0. 5 0.0 0.2 1.0
1.0 -1. 0 0 1. C 0.0 0. 0 1. 0
1 1:0 2.:0 0 2.0 6.28 0. 023 C .8 10

10-. -05 05 0.2 0. 0 1.0
1.0 -1.0 -0.5 1.0 2.0 0.2 1.0
1.2 -2.0 -0.5 2.0 J.28 0.002 CS

C 1.0 - C.5 -C.25 0. 5 2.0 0.20 1.0
1.2 -2.5 0 0.5 2.2 0.2i 1.0
1.2 -1.0 0 1.0 J.25 0.001 .S
1.0 -2. 0 0 2.0C 5. 79 0. 0l0 C. E 1

41.0 -0J.5 -C. 5 0.5 0.2 0.2j 1.0
1.0 - 1. 0 -0.5 1.0j 0. 0 0.0 1.0
1.0 - 2. 0 -0.5 2. C 0.4 0.004 C .92

£ 1.0 -0. 5 -0.25 0. 5 0. 15 0.002 c .9S
1.0 - C.5 C 0. 5 0. 42 0.002 C.9S5
1 .0( -1. 0 0 1. 0 5. 1 0.027 .861
1.0 -2.2a 0 2.0U 7.98 j 0. 074 0.263C1.2 -05 -C.5 J. 5 0 . j3 0.002 IC. 9 S
1.0 - 1. 0 -0.5 1.C 2 J. 76 J. 002 c. 9S5
1.0 - 2. 0 -0.5 2.20 35.44 0.014 C. EC6

E 1. C -C. 5 -C.25 0. 5 0.0 0. 0 1.0
1.0 -0. 5 0 0. 5 0.0 0.0 1.0
1 .2 - 1.0 0 1. 0 3.51 0.033 C.79
1.0 -21.0 0 2. 0 61.76 0. 124 G . C c

*10 -25 -C.5 0. 5 0.2 0.2) 1.0
1.0 - 1.0 -0.5 1. 0.2j 0.20 1.0
1.0 -2.0 -0.5 2.0 33.51 0.033 0.79

F 1.2 -2.5 -0. 25 0. 5 2. 14 0.201 C . 9S7
1.2 -0C. 5 C 0. 5 J. 16 0.001 0.9S7
1.2 - 1.0 0 1.0 4.77 0.013 c .E 1
1. -20 0 2. 0 79. 16 0.063 0.5 11
I 1.2j -25 -0.5 0.5 0. 11 0. 001 C .9 S7
1.0 - 1.0 -0.5 1. 0 0.46 0.001 C. 9 S7
I -2. 0 -0.5 2.0 36.61 0.014 0. EC7

NctE: LI.e Lase utilities icr Modeis A, E and C arE-
. 1911- (when U2 is -2. 56 $ 17428 (when 22 is
- -1) -and 1140b1 (Whe; 2z 1is - 2), and :he Wae

4 SLCCeS- ratE is 0.861.

'lie oase utilities z cr Models D~ E( and F arE-
$1 74L4 (wnEr U2 is -0.51, $12936 (w hen U2 is
-1.)) and 1732o (whEn U2 iz5 -2.0), arnd the tasE

~uces~ratqE is 0.7b8.
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TAIBE X]

Utility Results - Discriminant models

MCrLI E1 U2 U3 04 A% EU ASUCCEArE SFAIIC

A 1.0 -0.5 -0,25 0.5 -13.0 0.016 0.E C6
1.0 -0.5 C 0.5 -9.5
1.0 -1.0 0 1.0 -5.8
1.0 -2.0 0 2.0 4.6
1.0 -0.5 -C.5 0.5 -16.5
1.0 -1.0 -0.5 1.0 -13.3
1.0 -2.0 -0.5 2.0 -4.8

E 1.0 -0.5 -0.25 0.5 -0. 1 0.0 0. 9S9
1.0 -0.5 0 0.5 -0. 1
1.0 -1.0 0 1.C -0.1
1.0 -2.0 0 2.0 0.1
1.0 -0.5 -C.5 0.5 -0.2
1.0 -1.0 -0.5 1.0 -0.1
1.0 -2.0 -0.5 2.0 0.0

C 1.0 -0.5 -0.25 0.5 -5.0 0.074 C.954
1.0 -0.5 C 0.5 -3.8
1.0 -1.0 0 1.0 -3.1
1.0 -2.0 0 2.0 -1.0
1.0 -0.5 -C.5 0.5 -6.2
1.0 -1.0 -0.5 1.0 -5.7
1.0 -2.0 -0.5 2.0 -4.3

r 1.0 -0.5 -0.25 0.5 -86.8 0.081 0.178
1.0 -0.5 0 0.5 -63.1
1.0 -1.0 0 1.0 -38.5
1.0 -2.0 0 2.0 67.5
1.0 -0.5 -C.5 0.5 -110.0
1.0 -1.0 -0.5 1.0 -96.8
1.0 -2.0 -0.5 2.0 -25.3

E 1.0 -0.5 -C.25 0.5 -13.3 0.033 C.7c9
1.0 -0.5 C 0.5 -8.4
1.0 -1.0 0 1.0 3.5
1.0 -2.0 0 2.0 54.6
1.0 -0.5 -0.5 0.5 -18.2
1.0 -1.0 -0.5 1.0 -8.41.0 -2.0 -0.5 2.0 33.5

1.0 -C. 5 -C.25 0.S -53.1 0.069 0.432
1.0 -0.5 C 0. -37.5
1.0 -1.0 0 1.0 -15.4
1.0 -2.0 0 2.0 79.4
1.0 -C. 5 -C.5 0.5 -68.7
1.0 -1.0 -0.5 1.0 -53.3
1.0 -2.0 -0.5 2.0 12.5

Ncte: 11e base utilities fcr Models A, B and C aiE -
$19112 (whEr U2 is -0.5). $17428 (when U2 is
-1.0) and 114061 (when U2 is -2), and t he tase
success ratE is 0.861.

le base utilities fcr Models D E and F are -
$15744 (whet 02 is -0.5), $12936 (waen U2 is
-1.0) and 1-326 imhe. 132is -2.0), and the Case
succes - rate is 0.76E.
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VI. CONCIESICNS AND BECOMMENDATIONS

'Ihis study set cut to prcvide a method foc develcping

enlistmert standards models which imsroves upon sizilar

processes presently it use. Toward that end, significant

advances have beEn made, particularly when compared tc jricz

studies conducted at the Naval Postgraduate Scnocl. The

techniGues tsed provide a much more comprehensive ajiroach

to mcdel development. They employ regression analysis to

fully develop the stElwise xegression results. In additicn,

stepwise discrizinant procedures were used to find an

optimal model pricy to full discriminant analysis.

Alternative criteria for measuring successful operatioral

perfcrlxace, including a ccntinuous length of service

critericr, here incorporated in the models. Finally, each

zodel was analyzed tsing hcth regression and dizcriminant

analjsis technigues.

Perhais most sigrificant is the presentation of a zeans

ly which the benefits from such efforts may be gauged. The

develcpzent of innovative utility analysis programs affords

future researchers at excellent opportunity to measure in

zonetary terms the benefits tc he derived from imElementing

a new selection strategy. It is important to reiterate that

the statistical and Etility analysis techniques presented in

this study may be easily applied or modified to accommodate

selectior standards model development for any of the mcre

than SO Navy ratings ccntaired in tne master data base.

A seccndary purpcse of this study was to discover

bhether the models develcped izjrove upon existing selection

and asosiqnment stratfcy for the AD rating. By and farce,

the models presented do not appreciably enhance the

jrocesses used since 1976. 7be models do, however, allow
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one tc fccus on some specific considerations in the current

screenins izocesses. For exasple, models A, B, and C allow

4 policy zakeis to consider length of service in months, and

to vary the criteriCL for measuring succEss. This cala-

tility is jarticularly appropriate for use in a dyrainic

recruitizg aarket.

Itis study yieldd several cther results worth noting.

The term of enlistxrent variable may be used to irEdict

success now that it has been corrected to reflect active
duty ctliGation. This is particularly importarit wien

assessing N~aval Besezvists, whose six year contract gEner-

ally regSuires only three years of active service. ThAe

change frz a negative to a significantly positive correla-

tion cf IEBBENLT on the criteria is one of the mcre fizpcr-

tant discoveries of this research effort.

'Ibis study also determined that the usefulness of the

SCREE1 ccaicsite sccre in predicting job performance seas-

tres has virtually ronexistent. It appears to te acre

apprcjiriate to use the SCFREIN score componetg it the

zodels, at least whet attezpting to predict cprtl2icnal job

4performance. Ncntraditional ASVAB subtest scorezs, such as

Auto lnfcrwation, ffay also be appropriate for use in the

screerinc Erocess. Another siynificant finding of ttis

study is the defirite presence of interaction effects.

Considering personal measures on an individual it ccn. urc-

tion bitb other measEures reizeseats a marked change in

current selection practices.

Ic summarize the results of the statistical analysis,

the vaziakies aeasiuning term of enlistment, education,

dependents status, sex and race emerged as reFeatedly

significant predictors C.; successful operational



perfcrlaice. The ccFosite aeasure of eligib.zLity lcz the

AD rating, and the 2SVAB Auto Information subtest score,

were alsc significant Eredictcz variables. In addition,

todel E has shown to le the test regression and discrizinant

zodel.

The results cf the application of utility analysis slow

that the regression acdels developed in this study Ferfcrm

as well as or better than the original Navy stratecy which

was used as the ccmarisoz (ease line utility). It is

important tc note however, that the methodology used in this

Fart of tke study ensured that regression models will

provide a aaximum utility at least equal to the tase line

utility. This is because the technigue allows the cut sccre

to he set sc low that all cases are accepted. Models A and

F are ccrsidered tc Ie the test of the models because tkey

Irovide for significart increases in utility without having

to reicit to impractically low selection ratics. 1he

discziuirant Models A and B are better than the cthecs

because improvement cver base utility is ossihle, deiending

cn the cell utilities.

As was nentioned in Chapter V, the high existing base

rates are an irdication that newly developed models are

unlikely tc prodcce superior results. Utility analysis is

hinderEd by the difficulty cf confidently estimating the

individual cell utilities, and this is an area that is in

need cf further research. It is also difficult tc compare

new selection stratecies to existing ones because it is

impossitle to classify the cases rejected by the existing

strategy as valid or false negatives. Data of this sort can

cnly be citained t testing all applicants and then

* accepting all of thee, regardless of their relatiorshij to

the cut sccre, or to the desired selection ratio.
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E. EICCEAEBDATICNS

Les;ite the advances made ty this study, there zeuains

many clicrtunities tc refine the models presented for the AD

rating, and to develop models for other Navy ratincs.

Erocedurally, these cplortunities include testing fc curvi-

linearity cf the models, expanding the interaction terms to

three cr more levels, and seeking diff6rent cobinaticrs of

ASVAE suttest scores as potential predictors. There may

also te ctber measures not evaluated by this study that are

significant operaticral performance predictors, such as

enlistment %aivers, LEP status, or involvement with civil

authcrities.

Ccnsideration siculd also be given to altering the

criterion variables. One Earticularly promising adjustment

may te tc change the criterion to reflect achieving E-5.

1his may be appropriate since the models developed aFpear to

do a etter job of Izedicting longer LOS, as indicated by

1relizi.ary residual analysis. Developing separate acdels

that yield iredictics of shorter LOS may also be in order.

I e multiple-staSe analytic approach referred tc in

Chapter 13 also appeais to he a promising technique. Such

analysis might consider change in dependent status, perform-

ance evaluations, or advancement exam results as variables

in a zcdel.

Io improve the csefulness of utility analysis it is

important teat a techniiue te developed to estimate cell
utilities with reascrahle accuracy. Such a technique needs

to be alle to control for charges in the recruiting market,

and be sensitive tc the changing Navy requirements for

recruits. It is also important that data be gathered on

aiplicants who are not accekted into a particular rating, tc

allow researchers tc dete.mine if they were reclassified to

another rating, or rEsected . tireiy.
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Ir ccnclusion, it is clear that continued effcrts to

develcE selectica standards models for all ratings are

essential. For it is through these efforts that the ccst c:

training azd maintaining Navy personnel will be reduced.
Ihe resultant experienced career force will ensur* the Navy

is ready tc zeet any glotal ccomitment.

a
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4 APPENDIX A

DATA EASE DEIEICPHENT PRCGRAMS

Ihis appendix prcvides the SAS programs used in this

study tc access the zaster data base, develop the Ar data

set, and create new Iredictor and criterion variatles, as

discussed it Chapter III. Each rogram contains the ]ob

ccntrcl language information aEpropriate to tzE Naval

Postgraduate Schcol's IBM 3C3_- computer system. Statistical

Analysis S stem (S AS) statements are em-loy ed ir the

Frograms tc acccmplish the desired functions. These SAS

statements are normally preceded by comments tc elliain

their jurjcze, the ccments being identified ty an astezik.

lakle XI cortair the Ercgram called "ADSETUP". This

Erogram was used to access the master file and extract

infozoaticz on Aviaticn machinist's Mates (AD). (The ffaster

file tape, originally called "ENLIST", has recently been

revised and relabeled "NPS709".) The data file created by

this Ercgraa is called "ADDATA", and it contains the iritial

243 variables frcm the master file. Also provided it the

Frogram are the variatle names and labels. The prograa zay

te used to extract data from the master file for any ol

apprcximately 90 Navy ratings simily by entering the arpzo-

1riate atrEviation and four digit code for the selected

ratirc.

lahle X1l provides the program called "ADSCREFN" that

%as used tc screen tke data eitracted from the master file.

These screens were performed cn cbservations in the "ArAlA"

file, and the results were placed in a file called

"ADSLESE1I". Because of the large number of cases and vari-

ables ir the data, sEufficient computing work space was not

availatle. Therefore, the SAS KEEP statement was used to

5~



retain 116 Cf the iritial vaLiables for analysis. It uas

felt tiese 116 variatles captured all the desired zeasuzes

cn the chservations that would be reguired for analysis.

The last screen %as izcororated foilowin, frejuency distri-

luticr analysis to rEzove cases that had aberrant or inpcs-

sible data associated with thez.

7alle XIII ccntairs the Ercgram called "AANEWVAR". 2bis

Erograz uas employed to create new predictor and criterion

varialles, as discussed in Chapter TII. The prcgran used

infornatic on observations in the "ADSUBSET" data file to

create tie new variatles, and placed the results cf these

cperaticLs in a file called "ADA.LL4". This file thus

constitutes the AD data set referred to throughout this

study. It contains all of the selected and created vari-

ables that irovide itformaticn on the 2820 ADs who recaired

in the data set after all screens were accomplished. It is

this file that was usEed to conduct the statistical analysis

for this study.

7be "ALEWVAR" Eicgram lizsts all created variable names

and labels. It alsc contains the SAS statements that

converted several gualitative variables to numeric variatles

Cr dicbctogcus (0,1) variables. Finally, the prograz shcws

the SAS statement used to sflit the AD data set into the two

unifcrmly distributc d ran dcm samples (RANDALL 1). hese

derivaticn and validation saaples were used during regres-

sion and discriminart model development described in Chapter

I6.
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TABLE Xl

frogram to Eitzact, rata from the Master File

//ADIAIA JCE N 2807,0 11O),'D CSIUND, 5L4C l763',Ci.ASZ=E
1/*MAIN CBC= GVii1.2EC7P
//-SA.CEK ED SPACE= Cyl,12,4i

// l =SS.S28ZUj.DDA2A,
1CB= (ELKS12 = 640 0)

,/SYSIN LL *
CTICt~S 13:80 NGCFNIi3.;

LATA IHLECTJ2.ADDATA;

*THIS3 EECGLAI ZXTRAC2S NEAE1Y ALL THE VARIABLES FRO1E TEE
M1ASIEE FILE AND WFIES OUT A FILE TO MASS STORAGE
WHICH CCNTINfS ALL THESE VAFIA3LES FOR All CASES liLICE
HAL ANXIHING 7C DO ~iTH TEE #ALI RATING.;

INFII.E FILEIN;

4 5 CEN3IJSEG PIE1. a 6 CENSEEDS PIB1. @ 7 HOmiEZIE P132.
a 10 EfESTAIE PIEl. a 11 DA 7EL ET Y P131. a) 12 LATEDETM iP131.
a 13 EIBIBYE P131. a 14 BIRTHiMTH PIB1. @ 15 BIRTELAI P1B1.
a 16 IN71YAGE PIE1. a 17 BECGREID P131. @ 18 HYEC Pl31.
a 19 SEIX P131. a 20 RACE P131. @ 21 ETHNIC F131.
a 22 EACEE PI1. a 2.3 MR TLDEN D PIBi. & 24 IESTIOR F131.
a 25 AECIECNI P131. a 26 AFQ1GEPS 2131. a) 27 ASVAEGI P13 1.
d 28 ASVAENC PIEl. a 29 AS VAL AD PIBi. @ 30 ASVABWK P131.
d 31 ASVAEAE P131. a -22 ASVAES? PIB1. @ 33 ASVAEMK F131.
a 34 ISMAE11 PIEl. a 35 AS'JAEMC PIni. @ 36 ASVABGS Pl31.
a 37 ASVAES1 P131. a 38 ASVAEBAI P131. @ 39 SERVACCS F131.
a 40 1EICESEV P131. a 41 PUI PIBI. @ 42 liES PIE 1.
d 43 ISVABCN P131. a 44 ASVAECA PIB1. 8 45 ASVAZCE P131.
a 46 )SV2ECC PIEl. a 47 ENIRISIA P131. @ 48 HEIGHT £131.
a 49 NZ]GflT PIFni. a 50 SYSTCLBP PI31. a 51 LIA37TLEP P231.
1 52 EEflFAII1 P131. d 53 LiELFAIL2 PIBi. 1 54 tIEDFAIL2 P131.
a 55 iA11EB Pi31. a 56 WAIVEBAI PI31. a 57 EXA'dSIAI P131.

*a 58 IN7111B pizi. a 61 TE EMENIT P131. a 62 ENTRPAYG PiBi.
a 59 INIEYMIH PI31. a 60 ENIRYrAY P131.
a 63 ECMECNIY PIE2. a 65 PROG-ENIT P135. a 72 AFEESSIA P131.
a 73 ECNESCET P131. a 74 ENISTCPT P131. a 75 YOUTaERG P131.
a 78 7)111A2E P131. a 81 TRENI !OS PIB5, a 86 TAFiISI E132.
a 88 LICC1 PI1E2. a 90 DDCC1 P132. @ 92 hYECI P IB1.
a 93 1AYGEDEl PIE1. 1i 94 SERVICEI P131. @ 95 METSTAT1 P13 1.
a 96 tD. Lll PIEi. a 97 SPNSPLI PIB3. @100 1501 P131.
al801 531 l1R P131. a102 SEEPRT1MT P131. 8103 SEPR11DY P131.a104 EA51i17E PI1. a105 BASD1NTH P131. 8106 BASDIDAY FIB 1.
aa?0 IS I EAli P131. d108 ETS1MNTH P131.
a109 LCL11YE P131. 8110 DOLE1MTH P131.
a113 11E;lXE P131. a114 PE3,.L1NTH PIB1. 8115 PEBDlDAY P131.
dill cHAESbV1 P131. d112 EL GEUPi1 PIB1.
a116 IIIEFIG1 P132. i118 TAE 1S2 P132.
a120 LECC2 PIE2. a122 DDCC2 P132. @124 HYEc2 P131.
d125 EAYC-RE12 PI31. d126 SEEVICE2 P131. @127 MR-ASTA12 P131.
ag 128 bLENLN12 PIE1. a129 SNSED2 P133. 8132 15C2 P131.a133 SEFE7 2YR P.1;1. a134 SE EiT2M" P181. 8135 SEPRI2DY P131.a136 EASMEx P131. a137 BASD2MTA P131. @133 EASD2DAY P131.
a139 17S2YEAR P 71. a8140 ETS2MNTH P131.
8141 rCIE2YE P131. a142 DOLE2LfTH P131.
a145 EfEE21E PIB1. &146 PEED2MTiI P131. 8147 PEBD2DAY P131.
a143 CHAFSbV2 P131. a144 EL GLEU P2 P13 1.
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a148 ~IEF1G2 PIE2. a150 IA FIS3 P1811
8151 7A1154 P 1. a81542 DPGC3 P182. 8 154 BDOZ 3 FIB2.
a 156 E'18C3 P.1 E1. a8157 PA'IGELE3 P18 1. @815 8 SERVICE2 Pl81.
d159 EF2ITA13 PIEl. a160 NDENDNT3 P181. @161 5PN5PV3J P1E82.
a8165 S Ei Vr3 YR PI El. a8166 SEPRIS3MI P18 1. @167 SEPR731D1 FIE1.
d168 EASL3YE P181. a169 3AEL3ETB P18B1. 8170 EASD3DAY Elh1.
a171 IISMYAR P181. a172 ETS3M1NIU Pl81.
a173 LClY2'iB P181. a174 DOLE3EIH P18 1.
a177 FEEL31B P181 . a8178 PEED3MJIH P18 1. @817 9 PEBD3DAY EI181.
a164 ]5C - P181 .
a175 CBAfSEV3 P181.
a8176 1GEE3 PIE1. a8180 FIIEFIG3 P182.
a182 fILIMICH PIE4. a886 DOfELEP P181.: 8187 LOF IIDEE P131.
a188 r TESDEP PIEl. a189 SPFLGLRL P181.
8190 £CpcYR PIE1. 8191 DCFGIN'H P181.
1212 GCC 2. a214 ARI 2. 8216 IECH 2
a218 CLEF 2. d220 AFQlS 2. 2 2.2 PNEC $4.
a227 C12NSHIP $1.
a229 E8ILEEND $1. a230 SECDEIND $1. 8t231 ERCL $2.
a 233 G!,CUkI ND $1. a234 AUI BEATIE $4. 8240 EDPGYR $4.
a244 SCICCLE 11. 8245 SCBIWVii $ 1. 82 46 ASTAF $1.
a247 ISSIND 11. 8;50 PRESEAIE $4.
a254 IMMG1 $1. a255 PRFIAERV $3. @258 EXAMEATE $4.
8262 kNUMEG2 $1. 8263 EXETAERV $3. @266 ICTLEAW 2
a269 ST~bA7Y 2. a272 PRCODE $2. 8274 ALTPRCDE 2
d276 fIEUIT 5. a281 FNMITCUT 5. 8287 PRFFACIE
a290 AW11ACIR 2. 8292 CHNGEATE $1.
a 296 EAIEINL $1. 8297 SPIRCIND $1. 8298 1 YP EN!,Sl $2.
a301 MCDES1 $1. 82-02 NENISTMT 1.
8303 FACE YYMMDE6. a8209 TAS $4. 8313 CAS $4.
8317 ICSCCD! $1. a82 18 LOS Av B $1. 8319 SIPG $4.
8323 IIEiVE $1. a224 TIE $4.
a336 ALEC: IYYIDL6. 8243 EDPG YYMMDD6. 8349 DTIS 3
8352 FECIOEES 1 . 825 6 NCHANGES 3. a8384 AGE 2
8386 hibECGCI 2.88zHCF . 30M~18 1
8391 EDCEEIIF $1. 8292 muOEICS N $1. 8394 EYNDPNEI 2
8396 GlF4EECG $2. a-98 SSLUlY $1. 8399 REGPRESEV $1.
8400 EYEAYGED $1. 8401 N0TECMD $1. 8402 SSNChNGE $1.
8403 ICIIECMO 2. 8405 TOIDEIMC 1. @406 10OTLAkOl 1.
d40 7 IC'ILESET 1. 8408 TO'I17CN 1. @4 09 TOTCV1Ch 1 .
a412 INGIHSIV $4. a416 SCB1 2. 8418 AT2EISCE i1.
8419 EECIETC $1. a420 RECEhISI $2. 8422 FECP&CGM £1.
1423 TIEGSC $2. &425 EGSCRI $4. @435 ZLSIHISI $1.
8436 litAISE2 4. 8440 NDAYSE3 4. 8444 NDAYSE4 4
8449 t~flCRA'E $3. 8452 DNI DCNEC $4. 8)456 rMDCUIC $6.
a462 CClEVLAIE YYMMDL6. 8468 GRArDAIZ YXlANED6.
8474 1EAlNLAIE YYMMDD6.
8480 IAENNIC $4. a484 TRAISIND $1. 8485 STACTIN $1.;

IABEI
CENS U SfG=C E1SUS REGIC 1 OE
C~455CENS!Cus LIST111C41 (5 CCLE H)
EGNE2E =HCME Of RECCEL ZIP CCEE
EIIESMAE=HCEE OF RECCFD-STATI
LATELE IXYEAR OF FINAl QUALIFYING DETERMINATIGN
LATELE7E=MCNTH Of FIbAl CLAIIFYING DETERMINATION
EIRTIR~ =YEAE Of BIREE
EIRITi~ IHMClTH Of BIP IB
E1R1itAl~lAl OF 811118
ENTHYACI=AGI OF INDI~lDUA.L Al TIME OF ENTRY
EECCtlID=EECOHD ID--.lAM SCCRiE EP, ACTIVE DUTY
EYEC =HIGHEST YEAF Of EDCCAION
SEX (1) MALE (21 FEMAIE
EACE =(1 )W Ul~h 11) B1LAC1K (3CTHER
ETHNIC IN1IVIDUAt 'S 8EPOR111:E EHNIC SIATUS
IACE.ETEN=SIX RACE-ETI-U COMBINATIONS
EElTIDINL=MAEITAL STAILS/DEPENLENIS
IESTIEfIEST FORM/ECIA ASVA AF1ST,AFQI,OS...

AF~lECb7=AFCT PEECEN71LE (OB EQCUIVAIENT)
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AFQTC-b1S.AFQ. GRCUPS (5,4C,LIE,4A,.3B,3A,2, 1
A.SVAEC-I =PSVA3 AETIT~IE AREA SCORE--SUJBSCA Z GI
ASVAENC =AS'JA3 APTITUE AREA SCCRE--SUBSCA.LE NO
ASVAEAE =A! AB APTITLLE AREA SCCRE--SUBSCAIE AD1ASVAE 1F =A.EAB APTITL'LE AREA SCORE--SUBSCALE AK
ASVAEAF3 =AS VAB APTITIJIE AREA SCOEE--SUiBSCAIE_ A l
ASVAESF = A E VAB A PTIT Ulf AREA SCGFE--SUBSCAIE SP
ASVAEE =AEVAB APTITILE AREA SCOBE--StJBSCAIE M1K
ASVAEII =A.SVAB APTITULE AREA SCORE--SUBSCA.LE El
ASVAEZMC zA.SVAB APTITELE AREA SCORE--SUBSCAIE MIC
ASVAEC! =AZVAB AETITULI AREA SCOEL--SUBSCAIE GS
ASVAESI =ASVAB AZPTITUDE AREA SCORE--SLJBSCALE SI
ASVAEAI =ASVA3 APTITUIE AREA SCORE--StJBSCA.Li Al
SERVACCS=S1E5VICE OF ACCESSICN iNAVY,2)
EICB!FV=ElilGR SERVICE (NON-FEIOE SEV ,El)
izL =CIN. HE Al TH UPPER & ICWER EXTREMITIES
FiES =EEARING VI IICN PSYCHIATRIC WELL-BEING
ASVAEC9 =ASVAB AfTIRtEE IREA SCORE--SUBSCAIE CM
ASVAICA =ASVAB APTITULE AREA SCOBE--SUBSCALE CA
ASVAECI =ASVAB APTITIEE AREA SCORE--SUESCAlf IE
ASVAECC =ASVJAB APTITUIE AREA SCOREZ--SUBSCAlE cc
ENTEISIA=LENTRY STATUS (1 DIRECT TO ACTIVE DUTY)
EEIGE7 =EIGHT IN ICA L E~FACTICNS DROPPED)WEIGHT =REIGHT IN PCENDS (FRACTICNS ROUNDED)
SYSICIBEP=BCCD PFESSc!E--SY SICIIC
lIAS7IEF=EICCD kEESSLFE--DIASTCLIC
EEDFA111=EFIMARY MEDICALLY LISCUA.LIFYING DEFECT
MED.FAIL2=SECONDARY MEDICALLY DIS'UA-LIFYING DE.FEcr

* MED.FA113=lEfiTIARY MELICAILY DISQUALIFYING DEFECT
iAIVEE =PERMIT CO0DE IE AN GIIbERWISE INELIGIELE
iAIVEEAI=WiAIVER APPECVAL LEVEL ANJL EXPLANATION
EXA S7Al=EXAMINAlION STATUS (1 FULLY QUALIFIEL)
7RMEb1lITEM OF EN1iSTMENT NC. OF YEARS)
ENTREAIG=ENTRY PAY GBALE(E0-Ol
HOMEC!tY=HChE OF RECCRD C UN Y--FIP
lROGE~ll=EfCGRAM ENLISTED FCE--SERVICE UNIJUB
AfEESSTA=MIII!TARY ENTRANCE EROCESSING STATIOUS
ECNUSCll=ECKUS OPTION~ COiBA7 CR NON-COMBAT
ENLSICPT=ENLISTMENT CITICN
YCUIBEEG=YCUIH & RESIEVE TRAINING PROGRAMS
lAPEtATE=MCNTH Of FIlE ON WHICH RECORD SUBMITTED
IRENI.CS=CCCUP. SPECIAL./RAIING CHOICE UPON ENTRf
lAF2ISl =MCNIS CF TC1L. ACTIVE FED. MIlIT. SERV.
rpoci =L.C.D. EIMABY OCCUPATICN CODE
DEOCi =E.C.D. DUTY CCCUPAIICN CODE
HYEC1 =HIGHEST YEAR Cf EDUCA'IICN
l-AYGREl1PAY GRADE AS-OF-DATE-CF-EFILE/SEPARiATIONi
SERVlCE1=SELVICE CODE (2, NAV YMRTSTA1MARITAL STAUE 5(1,CTRIiR, 2 MARRIED)
NPrNLIbTl=NU~iBER CF D.EEIENIS (1, N6 NE)
SPNSFL1 =SE:PARATION EFOGRAM DESIGNATOR
isci =INIER-SERVICI SEPARATICN CODE
!EPR'IlYR=YEAR OF SEPIZATION (2ND LMLC SECTION)

* SEPRT11l=MCNTH OF SEEARATION WAD DMDC SECTION)
SEPR71E'i=LAY OF SEPARATION (2ND; D MDC SECTICN)
EAS~L1F =YEAR Of ACTINE DUTY EASE DATE
EASD1 711i=IICNTH Of ACTIJVE DUTY BASE DATE
EA5DlrEl=AY Of ACTIVE DUTY EASE LATE
ETS1YfAfi=ES7IdATED YEAR OF FUlFILIED ACTIVE DUTY
ETSlMiilh=ESTI ATED MCbTH OF FUIFILLED ACTIVE LUTi'
CiAREEV1=CEARAC"'ER Of SERVICE

* E.LGRFUP l=REENLIS7,dENl ELlGIEIlITY
iEEDIIE =YEAR OF PAY ENTRY EASE LATE
FE3Ll~lli=MCNTH Of PAY ENTRY EASE LATE
iEED l[Y=LAY OF PAY EbTRY BASE DATE
ENTRY1Z =Y--AR CF ENTRY TO ACTIVE,'D.E.P.
7:NTRYr~ij=C NTH Of ENVIRY TO ACTIV.E/D.E.P.
iNTiEl1Ln~AY OF ENTRY IC ACTIVE/D.E.P.
SEP TlYB=YEAR OF SEPARATION (2ND DNDC SECTION)
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SPT 1Y'T=MCNTH Of S.EEPRATII0i (2ND DADC SECTION)
EPR71l'!=LAI Of SEPAEAIICN (2D MDC SECTICN)
EASE11E =YE" E Of ACTIVE DUTHYEASE DATE
EASDlTE=?,CNTH;- Of ACIVE DUTY EASE DATECEAS-11t?=L21 OF ACTIVE EUTY E.ASE LATE
.T1 YlAE=ES:I:lATfD YEAR Of F0lFILLED ACTIVE DUTY
tE1S1MN7H=ESIAATED MCM11 OF fUlFILLIED ACT.IVE ZuTY
EEBE11E =Y.EAE OF PAY INIRY EASE DAT'E
PE3L17IH=MCNTH OF PAY! NTRY EASE LATE
FEELlrvi=EAY OF P~AY EN~TRY BASE DATE

* - EILEFIC1=EII FLAG NC. 1
~E BL:E =YE)jj OF PAY ENTRY EASE DATE
iEBr2tl=M1C li Of PAI ENTRY EASE LATE
EEBDILAY=LAl OF PAY E1MIY BASE DATE
£EPE71E=YEAi OF SEPABATION (JED EMLC SZCTICNi)SEPEiT2Ml=MCNTH Of SEIARATION ~D DA L S-7C 7IyN
SEP.R22LI=LAY OF SEPALATION (3R- DMDC SECI ICN)
EASL2'IF =YEAR OF ACTIVE DLJTI EASE DATE
EASL:?Ih=fMCNTH OF AC IVi DJ0IY BASE DATE
EASL4LlY=EAY OF ACTIVE DUTY EASE DA17
ETS2YEAR=ES"IMATlD YEAR OF FULIILLED ACTIVE DUTY

K321MEFESHM ATED MC li OF FUl-.I.LlED ACTIVE ZUfl'
F EBD21h =YEAR Of PAY ENTRY BASE LATE
iE3l2ktH=MCNTH Of PAY ENTRY EASE LATE
PEBD2IAY~lAY OF PAY E1 TRY BASE LATE
SA FMIS2 =MCNIHS CF TCII. ACTIVE FED. 1111".. SE"RV.
EPOC2 =D-C.D. PRIIIABY OCCUPA'IICN CODE
EDOC2 ='W.C.D. L[JTY CCCUPAI.ICN CODE
EYEC = HIGHiEST YEAL Of EDLCAIICN
iAYGM-LE2=FAY GRADE AS-Cf-LAlIE-CF-FI!.L/SEPARA:ION
SERVICE2=51BVICE CODE (2, NAVYJ, 2~~ID

NDPNELI2=NUMBER CF DIE~hNDENSE(El, N6NE)
SPNSZL2 =SZEARATIOi EICGRAM LISIGN ATOR
ISC2 =INIER-SERVICI SEP~iATICN CODE
CHARSFV2=CEARACTER Of SERVICE
ELGRECUP2=REENLIS11MEN1 ELIGIBILITY
fITEjlC-2=fjlE FLAG NC. 2
EMD--I =YEAR Of PAY ENTRY EASE LATE
iEBL lfTF=?2ClTH Of PAY ENTRY EASE DATE
iEBZJlflY=AI OF PAY UTLY BASE DATE
SEPRT!YE=YEAR Of SEPARATION (41H D IDC SECTION)
SEplRT,'=1CNTH OF SEFAEATIO N (4TE DM-C SECTION)

SEPR~D!LAYOf SEPAZATION ('41 DiMDC SECTICN)
r' EASE-IfE =YEAiR CE ACT)ll DUT! BASE DATE
10 ~EASD1HCNTH Of ACTIVE DUTY EASE LAlI

EASrul=EAY OF ACTIll DUTY EASE DAT
-;TS31EAii=ESTIiATED YEAR OF FU~flFL D ACTIVE DUTY
ETS- NESIIATED MCETH OF FUIFIL LED ACTIVE ZUTY'
EBDH'!I =Y!AR 0F PAY INTEY EASE EAT,

iE3E TH=MCNTH OF PAY ENTRY EASE DATl
EEED31Al=LAl OF PAY EIEY BASE DAT7
lAFM! =MCNTHS OF ICIL. AC'IIVE FED. MILT1. SERV.

* 7AFM S4 =MCNTHS CF !rCTL. ACIlVE ELD. MiIT SELV.
zPOC.3 =.C.D. I-RIMPEY OCCUPATION CODE
rDOC5 =L.C.D. LUTY CCCUPA IICN CODE
IiYECJ3 =bIGHEST YEAB Of ZDIJCAIICN
lAYGBLE3=PAY GRALEA-C-AECFI/EAATO
SERVICrE3=SEfiVICE CODE (,NAVY)
PRTSTA13=MAEITAL STAILS (1 CTiiR, 2~~~ID
NDENE 13=NU:1BER OF DIIENDAh (1, OE

* S PNSPD.3 =SEEARATION IFOGRAM LES:GN AlOE
ISC3 =INIER-SERVICI SEPAEATICN CODE
CHARSBV=CERACTER Of SERVICE
ELG.RECE=EENLDSlMFNI BLIGIEIT I-
1ILEfIC>FcliE FLAG NC. 3
FILEMICE--4-El-E EINAfI FILE M ICH !ND.iCA:ORS
ECEYFLEk :CE YEAE IN IC D.E.F.
ECEMiTL-'i=DCE- ONIH IYIC, D..E.P-.
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MNTiiSLEPE1iCNTHS IN D..E.P.
SPF.LGtI =SPANISHi FIAG MASTEB/.LCSS
lCPGN'TH=LiCNTH Of DCEG
ZCPGYE =1EAR OF DCPC4 CT =EASIC BATTEEI GCT

Ai~l =EASIC BAT2TEEI ARI
m1ECi =EAEIC BATTEF1 LiECH
C L-R' =EASIC EATTEll CLER
EN5C =NANY ENIISTIL JOB CODE
CZNSE :i=CIlIZ ENSHIP CODE
ERCL =I R ANCH/ CL AS S
GROUEINL=GECUP INDICAICR
AUTHBATE=AJHORIZED FATEC(ABBEE.)
!DPGYf =EFFECTIVE LATIE CF AY GRADE
ECHICCLE=SCECOL CODE
ECHJAkVB =SCECOL IkAIVEf
PRESBATE=PEESENT RATE CODE
lRTAELV~fEZSEN1 RATIBIAEBR~bE
EXAMR ATE=EXAMINAIION T
EXEIAEBV=EXAIIINAlION LATE (2EBi.)4 'OTLFkW =ICIAL RAW SCCE
cIDNAVI ST7ANDAREIZEI NAVY SCCBE
!ECOZE =ERCCESS CODE
AITECDE=ALTERNATE PECCESS CCLE
fINlLrl~lLICANDIDAlE' I FINAL, MUITIPLE
FNi4LTCU7=F~ItAL MULTIiUE CUT
ERFFACIR=PEEORIANCE fACTOR
AWIIEACIE=Ai'h FACTOR
CHNGB)TE=ClANGE OF RIIE INDICATOR
NENLSTMI=NUMBER CF EIIISTIENTS
IAOS =EXPIRATION CT ACTIVE CBLIGATED SERVICE
IAS =ICIAL ACTIVE SERVICE
CAS =CIEER ACTIVE SERVICE
SIP G =SEFVICE IN 12Y GRAZE
IOSCCEI =I.IGTH CF SEEVICE
ICS6tVF =lLENGTH CF SIEVICE W~AIVER
IIRNNE =TIME IN RATE WiAIVER
TlIR =71EE IN RATE
ALBD =ACTIVE DUTY EASE DATE
ILPG =EFFECTIVE DATE OF PAY GRADE
LTIS =LEIIL TIME IE SERVICE
ECHANGES=NUEBER CF CEiANGES/ENTBIES IN NHRC IElE
AGE =CANDIDATE''r CURRENT AGE
NHRCGCI =NEEC FIlE''S GENRL. CIASSIFICAlION TEST

* NHRCA.E~I=NEBC FILE''S ARMED FCECES QUALIFY. TEST
ffENTICLE=MENTAL GEOUi CODE
ELCERII1E=l:UCATICN CIETIFICATE
tOBLDSC0=MliITARY OElIGATIOh LESIGNATOR
EYNDENLT1hIGHEST NUtMEIR CF Fi~ARY DEPENDENTS
GRP41ZCG=GBCUP IV (lOOK) PRCGBAM CODE
SSDUTY =.SEA-SHORE D11Y INDICATOR
ZEGEERV=EEGULAR RESEIVE INLICATCli
HYPAYCbL~hIGHEST PAY GRADE
NOTRC,'lD =NCT RECCAMENZED FOE RE-ENLISTMENT
SSNCEN-E=SCCIAL SECUEIIY/NAME CHANGE
lCTlPBECC=IC1AL PROMO7ICNS
TOTLL!MCTICTAl DEM'OTICNS
ITT ACiT=CgAl UA/A1WCI
ICT"IEBl=CIAL DESERIONS
7TGTmI1CNlC7Al MILITAFY CONFINEMENTS
TOrTCVICN=TCIAL CIVILIAN CONFINEMENTS

* INGTHESE=IE6GTH CF SlIVICE
SECR EEN SCREEN SCORE
AlTTZiCZ=AllRITICN IltfICATOE
FECNTC =RECRUIT NAVAI TRAINING COMMLAND
BLCENIl'=EECRUIT TYPE ENLISTMENT
F7CPECGM~=1iECRUIT PROC*FAM AT ENIISTIENT
BECi ZC5C=ECUIT PRC-UW/SCEiCCI
BC2GSCBl=EECRUIT PROC-EAM/SCECCI RATE



EJIhISj=ENIIS:ELZ HISWCRY STAT[25
N:AYSE12 =CC, ±'JTEC N(J~.E OF LAYS TO E-2 RATING
NDAYS.EJ CCPT.: NU!!.;! OF LAYS 10 E-3 ELATING
NLAYS14 =CCP.L'tJTE N J MIE' OF LAYS TO E-4 RATING
LOLE.111 =EE2E Cz LA 1EI RE-ENIISTIMENT
£0.L11,Tr= !CNTi Gi LAIIST RE-ENIIS~IENT
LOLE21i =YZA Cz L A! ET RE'- E 1 LII M 7NT
EOLE2I i MCNTF tf LAIIST iiE-EIIMENT
LGLE111 =YIA Or LAW T RE-FNIISTMENI
£0f1* ffTHCNTlH OF LATLISI RE-EN1ISTAEN T
£LMDC Al7=~ilN Ai- RAtINC- AS LISTFL BY D.M.L.C.
£rIDCN.EC =FINAL N.E.C. ASLST YD.1ECrp L DCUIC =EINAL U.I.C. AS LISTEL BY D.Ml.L.C.
CONVEAlE=CGINVENING DM5E FOR NJITRAS COURSE
GRALLAIE=GLADUATION lATE FOE ITEAS COURSE
TiiANLATE=12ANSACrICN LA'IZ FCP NITRAS RECORD
EARNNIEC =DIZ CANEIDA2E EARN AN NEC?
TlRAI1~INL=TRAI IIN6 INLICATOR
ETAC7ICN=SlLDENT ACTICN CODES (PASS, 2, ETC.);

*THIS SCRIEN SEIECTE O:JLY IHOSE CASES iiHICH HAD ANY
AEFIIIATICN WITH Ti 'AD' RAIING. THAT IS, TH3SE CASES
WHICH ARE LISTED I THE DLILC FIlE AS PRESENTLY A L I
PFFTAEEV), OR AS FlINALLY ADOS (DMDCRATE),O AS SIGNiNG
p Cb AL S (RCPGSK (F) B AS HVING TAKEN THE AL
RAIN EA INA71ON (E.( ARATE).;

IF L MLCFATE='AD' OR PRFTAERV='AD' OR
0 BCECSCFT='6200' CE EXAMEATEE'62001;

*THIS NE1T SECTION CLTI'UTS BASIC FRE UENCIES TO CHECE

TEE FlUS IN MASS SICEAGE.;

EROC fFjC ZPTAfFC~.ADDAltA
lAfIf_ LYDCRAIXE PFETAEdY E&FC-SCRT EXAM~RATE-

TITLE CECKCUT FREQUENCIES FECe THE FILE ADDAtA.;



TABLE X11

Progran to Screen the AD Data

//ADECREEN JOB 2807 Cl 10) , 'D CSLUND, SMC 1763, :.ASE=E
,/*AI~CEC=NPG4$M1.2fC7P
//EXEC SAS

//SAS-t CIK L) SPACE=ICY.L (12,'4)1
//FIIEIN LD DISP=SHE DSM.M_807.ADDA IA
//FIIZCLI LL UNI1T33J-v !SVGl-EUB4A,

/1 ISP=(NEW, CAIlG# rEI) ,DSN=M2SS.S2807. ADS UBSEI1,
// CE= IBIRSIZE=6jOC)

,/SYSIN LD *.
CPTICIS IS=60 NOCENTEE;

*TIS EFOc-EA RfDUCE:S THE NUMBEE OF CASES IN THE CATA
SET El SCEBENING ON CERTAIN VARIABLES. THE INTENT
Of TEE SCEEEN IS SUEMARIZED ABOIVE THE APPROPRIATE4SAS SATIMNTS;

DATA IILECUI.ADSUBSZT;
SET EULEIN.ADDATA;

*THE BU1MBIL OF VARIAEIES IN :EE DATA IS RELUCED TO
REDUCE TEE WORK SPACE REQUIRiEMENTS.,

AFJI GEIPS A FJTPCN T AGE ASVABAD ASVAEAI
AS AAB~ AS SABEI ASVABGI ASVABGS ASVAE 2C
ASVABMF ASVABNC ASVAESI ASVABSP ASVABWK
A'IIEITCD AU'IHRA'IE AINIFACIF BAS~lDAY BASDlMTH
EAS11YE CHARSRN 1 CiARSEV 1 LDOC1 DDOC3
LMDC1NEC DMiDCRAII DOLElMTH DOLElYR DPOC1

DECC.3 EDCERT11 ELG REU 11 ZELORUP3 ENTBEAYG
El'lTYAGE ENTRYDAI ENTRY ITH ENTRYSTA ENTRYYR
IlTHNIC ElS1MNIE ElSlYlARi EXA IRATE EXETABRV

EIUII ILFL~BFILUT M~~LTCUT HYEC
EYEC1 HYIEC3 H YND 1-ND I HYPAYGRE ISC1
lsc. LNGTH5B'N MENTLGRE MOBLDSGN METLEPND
EL I IAT I IME S TAI.: NDAYSE2 NDAYSE3 NDAYSZ4
NLZMNNT1 N DEN DN 7] NHRCAFQ T NOT RC MD PAYGRDE1
lAYGEDE3 PEBDilDA PEBDIMI F P7BDlYR PRvEAIE
EBEIACIR PRIORSEI PRRT AER V RACE RACEETHN
F CFGSCFT WECENLS2 EECOEDIL EECPRGSC REGRESRV
SCEEN SEPRT1D'I SEPRT1M1T SEPRT1YR SEPRT3DY
SEIE'T3LY SEPR13it2 SEPRI23YE SERVACCS SERVICE1
SEENIC13 SEX SPNSFD1 SPNSPD3 SSNCHNGE
S7LliAVY TAIMS1 TrA? 13 TAFMiS4 TERMENLT
7ESIFOEM TOICVLCi~ IQID E SlE TOTLAWCOL ICTLEE'1
TCI1RAW TOT~lICb TC-TPEC C TRENLM1OS WAIVER
fiAIfEAl;

*THIS SCREEN SEIECTS CNlY 7HCSE CASES WHOSE FINAL
DIIZC EAING IS AD.;

If rMECRATE EQ 'AL';

*THE FCILCFING LINE BEL'ECT~z CNLY THOSE CASES WITH NC
PRICE SEBVICE. TC FURTHER EEM1CVE POTENTIAL PhIOR
SEEVICE CA.SES THOSE HO HAVE CHANGED THEIR SOCIAL @
SEC12IIY NUMBE6 ARE ALSO REM'CVED FROM THE SAMPLE.;

If UIICRS.EV=; 11 5SNCEN.E E 0;

67



*THE FCILCI'ING STATIMENIS SELECT ONLY THOSE CASES iEC
WEEE TESTED ON ASVIE FO!MS 5, 6 OR 7. ALS0 THOSE
CASES %ITI- PECULIAFlY HIGH ASVAB SCORES ARZ
EIE~iI17EL FROM2 THE LATA SEI.;

If Jf7ESTFO?1 GI 35) A NE (TESTFORd IL 37)); 3I.E ASVABGI<=15; IF ASVABNC<=50; IF ASA
If ASVABE<=20; If ASVABSE<=20; IF ASVABMK<=20;
If ISVABGS<=20; If ASVABSI<=20; IF ASVABAI<=20;
1U ASVABWK<=30; IF ASVAEEI<=30; IF ASVAB IC(=20;

*TH15 SCRIEEN ONIY KIES THCSE WHO SIGNED UP FOR
NAVY CE NAVAL BESERIE.;

11 j(SZRVACCS EC 2) OR (SERVACCS EQ 8));

*ONlY IEOSF CASES WEC WERE K14CWN TO HAVE SIGNED
UP FOR AT LEAST FOUE YEARS ACTIVE DUTY ARE KEPT.;

If EECENLST EQ '11';

*THE CASES ARE SCREENED TO INCLUDE ONLY THOSE WITH
'GCCL' CR 'BAD' INfESERVICE SEPARATICN CODES,
'GEY' CASES ARE El1MINATED.;

If ISC 1=0 OR ISC 1=1
OE (ISC1 GE 60 AND ISC1 IT 90);

11 15C3=O OR I 5CI1
*OE (ISCJ GE 60 AND I5C3 IT 90);

*ThISE NEXT SCREEN KEEPS THCSE CASES FOR WHICH CLEAR
'EIIGIEF TO REENLIST' DATA IS AVAILABLE.;

1U EIGREUP1=0 OR ELGREUP1=1 OR ELGREIJP1=4 OR
4EIGREUJP1=240 AEL (ELGREEUE3=0 OR E.IGREUP3=1)) ;

*THESE SCEEENS EL.IMIMAE CASES WITH IMPOSSIBLE DATA.;

IF lfQTGRPS NE 0; If EliTRPAYG NE 0
If 1C-MNTHS LE 72; If lbGTHSRV NE 0oi03;
If FACE NE C; I.f ETHNIC NE 0-
1U TAFES1 LE 72; If LbTHSRY NE
If EVTRYAGE NE i-i; If AfQ7PCNT NE 6
If FACEETBN NE 0;
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TABLE XIII

Prcgrau to Create N~ew Variables

//ALNI VARi JOB (2807 C11Q),'D CSIAIND, SMC 1763',:LASS=B
1/*MAIN CfiC=NPGV31.2HC7P

1 XIC SAS
//A . D! D SPACE= ICY1 (1.2 4)1//FIIIIN £E DISP=SHE DSE .58O7 .ADSUBSEI

//FIIECLI £Z UNI233-3-V MSVGE=PUB4gA,
1/ ISP=(NEW CA11G, LMITE) ,DZN=MSS.S2807.ADA1A,
//LCE=(B5ESZE=646C

//SYSlN lD *
CPTICt.S IS EO NOCEN T If

*THE PtJEPCSE OF THIS EROGRAMi IS TO0 GENERATE NEW VAR-
IAEIE.S 1CE USE IN TEE ANAlYSIS EITHER BY RECODING
ORIGIN21, VARIAZLES, CR BY CRIAIING NEW VARIABLES;

4 DATA 1ILECU7.ADAIL4-
SEI fI1EIN.ADSUBtE1;

*THE FCI1C~iING lINEZ CREATE LIEFERENT 'ENTRY GROUPS'.
ENTRY IXAM DMDC

1YES YES YES
2YES YES NO
3YES NO0 YES
4YES N 0 NO05i NO1 YES YES
6NO YES NO
71NO NO YES;

IF (EiC1GZCT=620CI AND EXAMfATE'=62OJ' AND
Lrr.CFATE='AD' 1 THEN ENTRYGRP1l

IF (ECEGSCRT=1620 C' AND EXAMEATE='9200' AND
DIZCEATE NE 'AL1) THIN ENTLYGRP=2

If (C1-GS CRT =16 2 0C A IND E XAMRAIE NE 1 200' AND
LMDCFATE='AD 1 THNE YGRP=3

if (RCEGSCRT=16 2 C' AND EXAERATE Nt '6200' AND
EMLCEATE NE 'ILI) THEN ENTRYGRP=4

if (ECPGSCRT NE 16100 A ND EXALMRATE=' O0' AND
LMflCEATE='AD' I THEN ENTrEYGRP=5i

If (.ZCrGSCR I NE 'E200' AND IXARAT 162C0' AND
EPECEATE NE 'AL') THEN ENTRYGRP=6

IE (FC.PGZCRT NE '62 00' AND EXAMATE NA '6200' AND
EMLCBATE='AD') THEN ENTFYGRP=7;

* IN Ifilc SECTICN TEE DIDC VAFIABLE '.HYEC' IS CJN-
VER'IZL IC A CO1NfINUCUS VALIAEIE REPRESENTING NUMBEER
01 YEARS CF ELLCATICN;

If EYEC1l THEN CHYEC=3.5; If BYEC=2 THEN CEYE=8-
IF EYEC=2- THEN CHYEC=9* If HYEC=4 THEN CHYEC=16;
If HYEC=5- THEN CH1IC=2i; If HYEC=6 1HEN CHYEC=12;
If EYIC=7 THEN CHIEC=13; If BYZC8 THEN ChYZC=14-
11 EYEC=9 THEN CHIIC=15i if HYLC=10 THEN CHYEC=lt;
I1F YKC11 THEN CE11C=1 ; If HYEC=12 THEN CHYEC=2O;
if EYEC=13 THEN CEIEC=11.5;

* A N16 CAIEGORICAL VARIABLE 'HSDG' IS NOW CREATED.
A -EG SCHOLGADAEI CODED A ' 1' ANL A NON HiGF

SCECC- GRADUATE OR A G.E.C. IS CODED '0'.;

IF ((EYE-C LE 5) Ot (HYECCE E 3ij THEN HSDG=Oiif M(IYC GE 6) Alit (HYEC N1~ 1 THEN HSDG=;



*THISi SEC11ON C EA EE NEW VARIABlLES REPRESINTIN3
SANLAE;:12ZD ASVAZ 5CCRES.;

-VIF AEVAE CI=0 THEN SAEVABGI= 20; iF ASVAEMK=2 THEN SASVAEAF=30;
I f. S VA tC. = 1 T HE N SAS'VABGI=24; If ASVAEMK=3 I H N SASVAEiiB=32;
If AVAE-I=2 THEN SASVABGI1=27; 11 ASVAEM1K=4 TEEN 5A5VAEMB=35;
If AEVJAECl-I= TEEN SAENABGI=30; IF ASVAEMK=5 THEN S A 5VA EM, (=37;
11 AEVAEQ1=4 -FEN SASABG=33; I F ASVAEli(K6 HE N SASVAEMF3 o;
If AEvAECIc THEN SASIABGI=3,6; If ASVAEMIK=7 THEN SA!:VAEM1i=41;
11 A V ArECI = TH EN S AS VA GI=39; I1 ASVAEMK=8 IH ZN SASVAEIF=43;
If A2'VAr-C1 7 T HE N S AZVABGI= 42; 1 A.SVAE1MK=9 THEN S AS VA'1 Zm 4
I IF ASVAtCI .8 T iiEN SASIABGI=45; IF ASVABMK=10 THEN SAS V AB =4'
IF ASVAECc THEN SAABI48* I F ASVABLMK11 THEN S ASV ABIK=4 S%
If AS vABC.I 10 THEN SASVABGI=5i; IF ASVABMK=12 THEN 3SVE14=3 1,
:1F A SV A -*:C - 11 THEN SAEVABGI=54; IF ASVAE1K=13 THEN SASVAEIK=53;

-~IF AS VA BC. 12 THEN SASVABGI=57; I F ASVABMiK=14 THEN 5A5YAB1K=.55;
If ASVAEG11 THEN SASVABGI=6O; IF ASVABMK=13 THEN SASVABlK=57;
If A.SVABGI=14 THEN SASVABGI=63; IF ASVABM~K=16 THEN SASVAB~iK5S;
IF AEVABC-I=15 THEN SA!VABGI=66; IF ASVAB IK=17 THEN SASVAPEkKoi;
IF AEiAEAZ=O THEN SASIABAR=23; IF ASVABIK=18 THEN SASVABE~K6;
IF ASVAlAZ=1 THEN SASVAflAR=25; IF ASVABMK=19 THEN SASVAB,-K=65!
If ASVAf~i=2 THEN SAZNABAR=27; If ASVABNK=20 THEN SASVAE.K=67l;
IF ASVAlAf=_2 THEN SASVABAR=29; If ASVAEtiC=O THEA 5AVAZHC=2_;
IF AEVAfAF=4 THE SASNABAR=3-2; IF ASVAEMC=1 THEN SASVAEIC=27;
IF ASVAZAR=5 THEN SAEVABAR=j4; IF ASVAEMiC=2 THEN SASVAE1C=30;
IF ASVAEAF=E THEN SASAAP=36; IF A.SVAEM1C=3 THEN SASVAEIC=32;
IF ASVA11F=7 THEN SAEVABAR=38; IF ASVAEMC=4 !HEN 5SVAEfiC=34;
IF ASV AZ=i8 TLIjEN SAESlABAR=40; If ASVAEC=5 THEN71 MAVAEMC=37;

*IF ASVAf2B=G THEN SAEVABAE=42* IF ASVAEBiC=6 'HEN S A VAEMC=39!
ifASVAEAE=10 ITH Z S A 5V ABA R = 4 41F ASVAEMC=7 T'HE N MAVAENlC=41

IF AEVAEAR=11 THEN S.AEVABAR=146; IF ASVAEMC=8 THEN SASVAEMC=43;
IF AEVAEAR=12 T HEN SAEVABAR=48; IF ASVAEMC=9 THEN SASVAEAC=46
IF ASVAEAR=13 THEN SAEVABAR=51; If ASVABNC=10 THEN SASVABMC=41;
If ASVAEAF=14 'rH HN 5 A SVA BAR =53 1f AS VA B MC =11 THEN 5ASVAElC=56C;
IF ASNAZZE=15 TH-N SASVABAR=55; IF ASVABC=12 THEN EASVAELYC=3;
IF ASVAEAR=16 THEN S ISV ABAR = 57; I F ASVABLiC=13 THEN SA S VAB EC =5 ;aIF ASVAE2E=17 THEN SAEVABA&=59; IF ASVAEMC=1,4 THEN SASVA3MC=57;
IF A5VAEAE=18 TH;J SASVABAfl=61; IF ASVABM~C=15 THEN SPSVAB!C6G6;
I f AE-VAEIR=19 I'HEiN SAESVABAR=Q3 IF ASVABMC=16 TH EN S A SV AB1vC' 2;
IF AZVAEAE=20 !HEN S AZVABAR = 65; IF ASVABC=17 THEN SASVABtC=64;
IF ASZVAEEE=0 THEN SAEVABSP=20; IF ASVABMC=18 THEN SASVAC=6;
I F ASVAE~i1l THEN SAENAflSP=21; IF A.SVABMC=19 THEZN S A zV A 3 ?C =6 9;
IF AEVAE E=2 THEN SAE'VABSP-2'; IF ASVAB&~C=20 THEN SASVABMC=71;
If ASVAlE%= THEN SAEVABSP= 26; 1F ASVAEGS=O THEN SAEVAEG=24;

*IF AEAf~i=4 THEN SA IABSP=28; If ASVAEGS1l THEN SASVAEG =26;
IF ASVAE% =5 THEN SAEVABSP=31; IF ASVAEGS=2 THEN 5SEV AE G !=29 ;
IF AS7EVAF THEN SA VABSP=33; IF ASVAEGS=3 THEN SAEVAEGE=31;
lF AE;2AE~i=7 THEN SAEVABSP=35; If ASVABGS=4 THEN SAEVAEGS=33;
If AS AECP= TIEN SAS'JABSP=38; If ASVAEGS=5 THEN 5AE'AEGE=36;
IF AEVA: % S THEN SAM~BSP=40- IF ASVAZGS=6 THEN SASVAEGS=38;
if AFVAESP=10 -.HEN SAEVABSP=4 ; If AS5VAEGS=7 THEN SAEVAEG =40;
IAEVA E 1 THEN SA!VABSP=45; I ASVAEGS=8 THEN SASVAflGE=42;

I F~V~E1 HEN SAEVABSP=47; IF ASVAEGS=9 THEN SASVAEGE=45-
IF AEVAcP=13 THEN SASVABSP=50; IF ASVABGS=10 THEN SASVABCS=41;
IF AEVA=.- ,4 THEN SA!VABSP=52; IF ASVAEGS=ll THEN SASVPflGS=4c;rIf AEVA: % 15 THEN SASVABSP=54; IZ ASVAflGS=12 THEN SASVABGS52
17 ASVA: _P 1t THEN SA!VABSP=57; IF ASVABGS=13 THEN SASVABGS ':4;
IF ASVvAE P17 IThEN 3 AEVABSP=59 ; If ASVABGS=14 THE N SASVAEGS =5b;
If ASU7: % 18 TH-N SAZVABSP=61; IF ASVABGS=15 THEN SASVABI-5
if AS ArP=19 THEN SAMVBSP=64; If ASVABGS=16 THEN SASVAECS=61;
IF AS EAi=20 THEN SAEVABSP=66; I ASVABGS=17 THEN AVGo;
IF ASVAiMK=0 THEN SASVABMK=26; IF ASVABGS=18 TH7N SASVABGS~c5;
IF AE AE29=1 Td7N SASVABMK28 If ASVABGS=19 THEN SAVBG36.;
IF A5'VAiC =20 THEN SASVAflGS=76; If A6VABWK=30 ThdEN SASVAB6X=64;
11 ASVAZAI=0 THEN SAEUABAI=26; IF ASVAEAD=J THEN SASVAEAL=20;
IF k.SVAEAI 1 THEN SASVABAI=2a; IF A5VAEAD1l THEN SASVAEA=20;
IF ASVAEAI=z THEN SAEVABAI30; IF AiVABAD=2 THEN SAZVAEAL20;
IF ASVAEAI= THEN SAEVABAI=32; IF ASVABAD=3 THEN SASVAEAE=21;
IF AE'VALAI= THEN SASVABAI=34; IF ASVAEAD=4 THEN SAEVAEAL=24;

70



11 ASVAEAI=E THEN SA5VABAI=36; IF ASVABAD=5 THEN SAEVAEAL=26;
IF ASVAEAI=6 THEN SZAiAEAI=38; I F ASVABAD=6 THEN SASVAEAL=29;
If ASVAEAI=7 THEN SASVABAI=40; If ASVABAD=7 THEN SASVAEAZ=31;
IF ASNAEAI=E THEN SA5NABAI=42; If ASVABAD=8 THEN SASVAEAZ=34;
I IF ASVAE219 THEN SASVABAI=L44, IF ASVABAD=9 THEN SASVAEAL=36*
IF ASVAEAI=10 THEN SAEVABAI=49; IF ASVABAD=1O THEN SASVABLD=3B;
IF ASVAEAI=ll THEN SASVABAI=48; If ASVABAD=ll THEN SASVABAD=41;
1U ASVAEAI=12 THEN SAEVABAI=50; If ASVABAD=12 THEN SASVABAD=44;
IF ASV7AE I I= 13 THEN SAEVABAI1=52; IF ASVABAD=13 THEN SASVABAD=46;
IF ASVAEI=14 THEN S.ASVABAI=55; IF ASVABAD=14 THEN SASVABAD=4S;
11 ASVAEAI=15 THEN S)EVABAI=57; IF ASVABAD=15 !HEN SAVAEAD=51;
11 ASVAEAI=16 THEN SAZVABAI=59; IF ASVABAD=16 THEN SASVABAD=54;
IF ASVAEAI=17 THEN SASVABAI=61; If ASVABAD=17 THEN SISVABAD=57;
If ASVAEAI=18 THEN SAMVBAI=63; IF ASVABAD=18 THEN SASVABAD=59;
IF ASVAEAI=19 THEN SAEVABAI=65; IF ASVABAD19g TH~EN SAEVABAD=62;
If ASUEAI=20 THEN SA!VABAI=67; IF ASVABAD=2O THEN SASVABAL=64;
If ASVAESI=O THEN SAM~BSI=20; IF ASVABAD=21 THEN SASVABAD=67;
IF ASVAE!I=l THEN SASiVABSI=21; IF ASVABAD=22 THEN SASYABAD=6S;
IF ASVAE!I=2 THEN SA5!ABSI=23; IF ASVABAD=23 THEN SASVAEID=72;1
IF AEVAB!I=3 THEN SA!VABSI= 25; IF ASVABAD=24 THEN SASVABAD=74;
If ASVAEZI=4 THEN SAEVABSI1=28; IF ASVABAD=25 THEN SASVIBID=771
If ASVAE!I=5 THEN SA!NABSI=30; IF ASVABAD=26 THEN SAMVAD=7c
IF ASVAEEI=6 THEN SA!VABSI=32; IF ASVABAD=27 THEN SASVABAD=80;
11 ASVAESI=7 THEN SA5VABSI=35; IF ASVABAD=23 THEN SASVABAD=8O;
IF 2SVAE!1I8 THEN SASVABSI=37; IF ASVABAD=29 THEN SA5VABAD=8C;
If AS7AE!I=9 THEN SASNABSI=39, IF ASVABAD=30 THEN SISVABAD=8O;
IF AEVABSI=10 THEN SLEVABSI=41; IF ASVABEI=0 THEN SAMVEEI=20;'
If ASVAEEI=11 THEN SA!VA S=44L; IF ASVABEI=l THEN S.AEVAEEI=201
IF ASVABEI=12 THEN SA!VAB SI=46; If ASVAEEI=2 THEN SASVAEE = 21!
IF ASVABSI=13 THEN SkEVABSI=48; If ASVAEEI=3 THEN SASVAEE=I22!
IF AS'VABSI=14 THEN S.A!VABSI=51; IF ASVABEI=4 THEN SASVAEEI =24!
If AESAB5I=15 THEN SISVABSI=53; If ASVABEI=5 THEN SASVABEE=26;
11 ASVAEI=16 THEN SA!VABSI=55; If ASVABEI=6 THEN SASVArEEI=2J
IF1 AEVABSI=17 THEN S.AMVBSI=58; If ASVABEI7 THEN SASVAEEI=29;
11 AEVAB!I=18 THEN SA.ZVABSI=60; If ASVABEI=8 THEN SASVAEETZ31;
If ASNAEEI=19 THEN SA~iVABSI=62; If ASVABEI=9 THEN SASVAEEI=32!
IF AEVABSI=20 THEN S2.EVAflSI=65; IF ASVABEI=1O THEN SASVABEJ134;
If ASNAERKO0 THEN SAM W ~=23; IF ASVABEI11l THEN SASVAP =3E;
IF ASAENKl THEN SASABWK=24; IF ASVABEI112 THEN SASVAt:1I 37,
IF ASVAEiK=2 THEN SAS'VABWK=26; If ASVABEI=13 THEN 5ASVABEI=3C
If ASIAEPK='3 THEN SAS5UBWK=27; LFAVfE1 HNSSAE 1
IF ASVAfliK= THEN SASVABWK=28; IF ASVABEI=1!5 THEN SASVAEi =42;
IF ASVAEiK=5 THEN SAEVA WK30; I ASVABEI=16 THEN 51AEVBEI =44,
IF AS7AEoK~ THEN SAEVABWK=.31; IF ASVABEI=17 THEN SASVAEEI=46,
IF ASVAEkK=7 THEN SAZVABWK=33; IF ASVABEI=18 T HE N S A4zV ABEI= 4 E-
IF ASIAERK=8 THEN SAM~BWK=34; IF ASVABEEI19 THdE N 3SVABEI =49
IF ASVAEkK=g THEN SASABWK=35- IF ASVABEI=20 THEN SASVABZI=51!
If ASVABUK=10 THEN SASVABWK=31; If ASVABEI=21 THEN SASVABEI=53,
If ASIABUK=11 THEN SAEVABWK38; IF ASVABEI=22 THEN SASVABEI=54,
IF ASVABNIK=12 THEN S2MVAWK=39; IF ASVABEI=23 THEN SASYA~fI=5b!
If ASVABii=13 THEN SA.EVABWK=I1; F ASVABEI=24 THEN SASVPEl=5,
IF ASVAflkI=14 THEN SABWK=42; I ASVABEI=25 THEN SASVABEI =5S!
IF ASNAEViK=15 THEN SAEVABWK=44; If ASVABEI=2o THEN S S'VAEEI =61,
IF ASVABUK=16 THEN SA!VABWK=45; F ASVABEI=27 THEN SASVABEI6= 6
IF ASVABNiK=17 THEN SLEVA WK=46; I ASVABEI=28 THEN SASVABEI=64;
IF ASMWEK=18 THEN SASVABWK=48; IF ASVABEI=29 THEN SASVABEI=66;
IF ASVABUK=19 THEN S ASVABWK=49 If ASVABEI=3 THEN SASVABEI=6E;
I.F ASVAB~vX=20 THEN SAEVABWK=5; IF ASVABNGO0 THEN SASVAENC=2O
IF ASVAEVK .21 THEN SA!VABhK=2; IF ASVAENO1l THEN SAEVAENC=20;
IF ASVAEiR=22 THEN S kEVABWK=53 ; If ASVABNO=2 THEN SASVABNC=21;
If ASVAB K =e3 THEN SASVABWK=55; IF ASVAENO=3 THEN SASVAENC=22;
IF AS'VABWK=24 THEN SASVABWK=56 ; IF ASVAENO=4 THEN SAEVAENC=23;
IF AM~ENK=25 THEN SA!VABWK=57; IF ASVAENOS5 THEN SAEVAENC=24;
IF ASiAERK=2 6 THEN SA!VABWK=59; IF ASVAENO=6 THEN SASVAENC=25;
IF ASVAENR=2 7 THEN SASVABWK=60; If ASVAENO=7 THEN SAEVAENC=26;
IF AEVAENiK=28 THEN SA!VABWK=62; IF ASVAENO=8 THEN SASVAENG=27 ; .
If ASVABNE=29 THEN S)SVAEWK=63; If ASVAENO=9 THEN SA VAENC=28-
If ASVABNC 10 THEN SAEVABNO=29; IF ASVABNO=31 THEN SASVAENO=5;
IF ASVAEKC=11 THEN SA VABNO=30; IF ASVABNO=32 THEN SASVAENC=51;
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IF AEVA.ENC=12 !HEN SASVABNO=.1; IFI ASVABNO=33 TiHEN SASVAEI C=52
I F AEVAFINC=13 THEIN SA!VABN0= 2; IF ASVABNG=34 THEN 3 SV AB NQ= 5 1
IF ASVAE9KC14 T hENi SASVABNO=33~ IF ASVABNO=3 '-7 HiN A 5V AB NO- 54CIF ASVABNC=15 THEN 3 AEVABNO=34 IF AS V;,B N 0 =3 THIN SA4;VABNC=55;
I F AS 1iAE NC =16 1 F2,1 S P VABNO =3 5 F ASVABN3=37 r E N SH V AB NC= 5 ;
IF AS1VAENC=17 THEN S ASVABN0 =36 IF AS71AB NO =o 36 7N SASVABN=57;
IF ASVABNC=18 THEN SA!VABNO=37, IF ASVABNC-39 THEN SVAB 0=5E;
If ASV;ABNC=19 7:iEN SASVABNO =36 If ASVA3NC;=40 i.41E N SAEVAB 0=5S;
IF ASVA7 NC=23 THEN S PVABNO=39, Ii ASVABNO=41 1i N SAEYABN0=6C;
I f AS AEC=f-l T HEi SAEVABNO=40, I F ASVABNG=42 T-IEN SASZVABNO=61;
IF A.EvArNC=22 TIN SPSVABNO=41; IF ASVABNO 43 TIEN SASVABNO=62;
If ASVAENC=23 THIN SASVABNO =42 ; IF ASVABNG=44 THEN -SEV AFNO= 61;
IF ASVA:ENC=24 THIEN SkEVABNO=43; IFI ASVABN0-45 T HEZN SASVABN0=64t
I I ASVABNC=25 THEN SAEVABNO=44 ; IF ASVABNO=46 T H---N SASVABNOo5;
IF ASVAENC=26 THEN SA VABNO=45; IF ASVABNG 47 THEN SASVAE2NO=66;
IF ASVABNC=27 THEN SA VABNO=40 ; IF ASVABNO=48 THEN SAS-VABNO=67;
1F ASNA-ENC=28 T ijEN SA$VABNQ'47; If ASVABkJC 49 T F ZN SA3VAENO=6E;
IF ASVAENC=Q 1H EN .5A VABNO=48; IF ASVABNQ=5 TH ZiN SASVABNO06S;
IF ASVAENC=-t5 -THE N 3 PEVABNO=49

*ThE FC1iCi:NG STATEMENTS CREATE TH.E NUMERIC VARIABE
-C EW HS ' FROM T HE VARIA EIE 1 LNTiSRV'.

YE.R=EUE TEJLNGTHSEV I )
3C H=S EST LNGI bEi A, )
YEABi=YEAE+0;

*cE Lc2HS = EARsi 2 C NTHS;

1 ECCEING "AIC A CATEGCRICAL VABIABLE.;

IF M51T.LiND=10 TFEN DEENLIS=O; ELSE D)EPE-NETrS= 1;

* CCN~fflIING CHAEACTif VAiiIAEIES TO NU3IEEIC.;

CNUjEYAYitYPAYGRDeC; NUNC1BC=N0TRCMD+0;

* TO £EFINE THiRE GHIST PAYGEALE ACHIE-VE-D, ACCORDINCG
TC EZ MIC FILE.;

IFEIFG1=8209 IEEN PAYGRALE=PAY,;RhE1-
If 11IEFIG1 NE 82CS THEN PAYGFADE=PA7LGR1,3;
if PAIGRADE=O THEN PAYGRADE=PAYGE.DE1;

* 17 ZAIGEALE=O 7HEt iAYGRALE='.';

* CREATING :H-- AS-VAB CCMPOSITE VARIABLE USE: WriEJ
CLAZE1Fy:NG AL'S AND AS51GNING A DUMMY VA RIABL' E
TOC ILENTIfY TiCSt EC ACHIEVED THE AINI MUM SCO.rE.;

AECCM CS = SASVAB AF+SASVABEI+SASVABGS*SASVA3IK;
If ALCC.11CS GE 190 THEN ALINSCR=1;

Ei -r AD.INSCR=C;

* SETT'IING UE DUMV!Y VABIABLES TC AlLOW ANALYSIS OF
RACE AN: SEX EEFECI!.;

IfF ACE=1 TH-N WHIIE=1; ELSE WHIIE--O;
1c BAC7=2 THEN BLACK=l; ELSE BLACK=0;

: . C z TEE=- H-N C7EE=1; ELSE C1THE-RO;
If SEiX z2THEN NUSEX=G; ILSE NSEX=1;

* CREATINC A LANZOM V~bIABLE TC ALLOW LH ATA T]
BE SElVIl AND.iLY IN HALF;

If EANUNi(J) <= .5 THEN ZANLAI.1J1; EILSE FANDALL1=0;
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*CRIATlibG INTERI.CTICbi VARIABIES FOR USE IN THE MODEl
DEVEICIME lT.

INllEC1=LEPENrTS*h!DG-
I l7,EC2=LEPZNrTS* flACk;
I N 'IB RC 3 1 BEN lTS5*blS~E X
IN TEC4 LEP ENr.TS *liMEiL T;
IN7EEC5=D;EPENLTS*!ASVABA I;
I liUEC6=LEPENtTS*AlMINSCB,
INllEC7HkSDG*ELACF;
IN IEEC8=ESDG*NJSEX-
IN IEEC9=HSDG* IERMBlIT;
IbkiTER 1ESDG*SASVAEAI;
INE1 1=HSDG*ADiI1NCR;
INTfEl 2=E.LACK*NUSll*
IN'IE 13=1LACK*TEEPUELT;
INTER 14=lIACK*SASVAEAI1;
INTEE15=ELACK*AD11INSCR;
INTEl 16=NUSEX*TER1 NIT;
INTER 17=NISEX*SASlABAI;
I liTER18: NUSEX*ADL11bSCR
INlER 19=7ERM~ENLT*EAS'VA AI;
It lTER2OEElT*AlflINSC R;
IlTER;1=SASVAEA*ALINSCFi;

*THE fCIICkING lINES CREATE DIFFERENT CRITERION
VARIABlES.;

if ( SEEVICE1 EQ 2 AND ((I-AYGEADE GE 4) AND
(NUHIPAY GE 4i) ) THEN SUCCPAYG =1;
B 1SE SUCCPAYG:l

IF EhlE RY=78 AND EliTRYL1IB GE 10 ThEN LATEFENL,=1;
EISE LATEENLT=C;

If 7AFES1 GE 48 OR (TAFMSl GE 45 AND LATEE'II=1)
TEEN StCCIAF=1; ELSE SUCCTAF=Oi UCl

If ELGREtLP1=4 THEN SUCCREUP=0; EISA S .RUp=,;
IF SUCCBEUP=l AND !UCCTAI=1 AND SUCCPAYG1l

TEEN SUCCESS2=1; ELSE SDiCCESS2=0;

IABEI
ESDG =hIGH SCHOOL CRADUA E(1, OTHER( IrEPENDIESSIliGLE NO LIPENDENT () OTHERWISE (i1i
CHYEC =CCNVERIED NCEER Of YEASOF ELUCATION
ZUHYEAY =NHEC FII.E--EIGBEST PAYGEADE ATTAINED
bUNCIEC =NBEC--NCT RICOIMENEED FOR RE-ENLISIIENT
i AYGBADE=DMLC-BASED EIGHEST PAY-GRADE ATTAINED
SASVAEGISTIANDAREIZEL SCORE - GENERAL INFORMAIONI
SASVAENC=.S7ANDARLIZEL SCORE -NUMERICAL OPERATIONS
SASVAlAL=S.NDARDIZEL SCORE - ATTENTION TO DETAIL
SASVAEWK=STANDARrIZEL SCORE - kORD KNOWLEDGE
SASVAEAE=STANDAREIZEL SCORE -ARITHHETIC REASONING
SASVAESE=STANDARLIZEL SCORE - SPACE PERCEPTION
SASVAEMK=SlANDARcizEr SCORE - MAIH KNOWLEDGE
SASVAEEI=S7AN.DARrIZEL SCORE - ELECTRONIC INFO
SASVAEMC=S IANDARDIZEL SCORE - MECH COM1PREHENSION
SASVAEGS=SIANDARLIZEL SCORE - GENERAL SCIENCE
SASVAESI=SIANDARrIZEL SCORE - SHOP INFORMATION
SASVAEAI=SlANDAREIZEr SCORE - AUTO INFORMATION
IHI T1 4 WHITE, ElSE 0)
ZLACK I 4 B LACK" 11E 0
CIHEE I1 N EITHER ElACKL N W HITE, ELSE (0)
NUSEX (1)i AALE,C)C FEMAIE
ADCO1ECS=AD ASVAE CM ROSITE
ADMICR=AE ASYAE COEECSITE SCSEEN
BANLAI11VAE. TO ALICE A RANDCF 50-50 SPLIT
IOSMNH!=LEEGTH CF SIEVICE lbi MCNTHS
ENTRYGFE=ENIRY GROUP CLASSIFICATIONS
IATEEEiLI=ElVIERED AFTER SEP 78 41,OTHERWISE (0)
SUCCTAF =SUCCESS ON ICS CRIIERION (1)
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SUCCiEXG= (1 0) SUCCE!5 ON PAYGEADE
suCC.EfuE= 1 0) EIIGIEIE TO BE~.NLIST

* 5UCCESS2=H SSCE5 ON CCMPOSIIE CRIIER.IOS (1)
INTEE C1=LEEIENDTS*HSDG
INTEL C2 =LEE INDTS *BLACE~
INTFE C3=ZEZ-ENDIS*NUSll
I NT B BC 4 =I£BP END TS *T £ BN LT
INTEBC5=LEPENDTrS*SAS VAEAI
1NTER C6=EEPENDTS*ADM~IESCR
JNTEF C7=ESLG*BLACK
INTEFE=ESl;G*N USEX
INTEB C9=ESLG*TEa1hENll
INTEF 10=EELG*SA5VABAI
INTEIB 11ESLG*A.DIINSCF
INTEL 12=EIACK*NUSEX
I NT EEi13= El ACK* TE EME NI I
INTE F 14= ILACK* SA SVAB Al
IlNTEL 15=EACK*AD~lNSCl
INTEL 16=HS X*T ELM Eli 1
INTEB 17=MJ~BX*SASVAB AlI INTEF 18=MiSlX*ADM~lNSCF
INTEE 19=EEENLI*SASViAI~
1NTEB0= UE ENL T*A DI flSCR
INTEb2~1=!ASJA3AI*ADM1]lSCR;
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APEMIX B

CESCEIPTIVE ANALYSIS RESOLTS

Ere.uency distrilutions and correlations used for

descriptive analysis of the AD data set are :oitainEd in

Tables XIV and XV.

1Le frequencies slow that S2 percent of the AD data set

%ere 17 tc 21 years cf age, 79 percent had a hiql schcoi

degree, 97 FercEnt %ere single, and 98 percent were :ale.

Even thcugh BLACK aid OTEER only represented 17 ard 6

percent cl the sample respectively, their criterior scores

were siGrificantly different compared to WHITE criterion

scores. Thus, BLACK and OTEER emerged as predictors in scme

cf the mcdels. it is interesting to note that 40 jercent of

the saaple achieved tie paygrade E-5. Using achievement of

E-5 rather than E-4 ir the ccmposite success critericn would

jroduce greater variability on the criterion uhich nay

imprcve tie models.

Cne third of the cases in the data did not score 110 or

greater cn the AE cca[osite sccre. These cases are eitier

people hic were claE ified prior to correcting the ASVAB
forms E,6 and 7 misncrming protlems, or people whc aigrated

to the AL rating sLsequert to service entry. 7his nay

Fartialij explain the negative correlations these variables

have kith the criteria.
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TA E XIV

Selected Freguencies

FINAL EATING 2Z IISTED BY D.M.D.C.
LLCfA*I FHEQUbCY cUm FEE, PEECENT CUA P.ECENI

Ar 2820 2820 100.000 1CO.000

sCiEEN SCORE
SCFEEN FEEQU E1CY CtM FBEQ PERCENT CUM EEECHBN

7=
52 2 0:073 0.073
55 1 3 0.036 C.1C9
-1 E 8 0.182 G.2s1
5s 11 0. 109 C. 4C0
61 1 12 0.036 0.4"-7
62 6 18 0.218 C.E6-5562 7 25 0.255 C. 910
64 28 0. 109 1. C 19
66 3Z E4 1.311 2 3":0
68 54 118 1.966 4.2E6
7C 6E 1E84 2.403 6.698
71 24 2C8 0.874 7.572
72 14! 3r3 5.278 1.850
7 " 358 0.182 12.022
714 10 46 3.859 1.891
75 5C 514 1.820 1E.711
76 31 551 1.347 20.a58
77 7E 629 2.839 22.8S8
7E 188 817 6.844 29.742
79 172 S89 6.261 26.0C3
8C 131 1120 4.769 40.772
81 105 1225 3.822 44.5S4
e2 51 12716 1.857 46.45182 56S 1845 20.714 E::7.1E4
E4 9C 19=5 3.276- 7C.'440
85 2 1937 0.073 70.513
86 12 1950 0.473 7C.987
87 111 2G61 4.041 7!.027
88 424 24E5 15.435 90.462
89 27 2512 C.983 91.445
90C 20E 2720 7.572 99.017
91 2723 0. 109 99.126
92 5 2728 0.182 99.308
93 4 27-2 0.146 99.454
S4 1 2733 0.036 S.4SO
S5 14 2747 0.510 1CC.CCO

AFQT GiCIUPS (5,4C,4B,4A,3B 3A 2,1)
AfCIGE5 FFEQUIBCy UM ERE( PLRCENI C'1 PEECE

1 4 4 0. 142 0. 142
z 61 65 2.163 2.2C5

28C 345 9.929 12.2-4
4 599 9144 21.241 22.475
5 795 1729 28.191 61.67

545 2284 19.326 C.9.3
50- 27E9 17.908 98.901

8 31 2820 1.099 1CC.OGO
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AGE CF INEIVILUAI AT TIMIE OF ENIRY
EN(IYAGE FFEQU1CY CUM FRE PEBCENI CUI PEBCEI

17 388 388 13.759 1-.759
1E 1225 1613 43.443 57. 199
i1 594 2207 21.064 78.2E2
20 262 24d0 9.326 87.589
21 13Z 26C6 4.823 92.411
22 75 28E1 2.660 95.071
23 49 2730 1.738 se.8C9
24 2E 2758 0.993 97.801
25 22 27E0 0.783 98.5E2
2E 11 2791 0.393 98.972
27 12 2803 0.426 SS.-c7
2E E 2811 0.284 99.681
29 8 2819 0.284 9S.SE5
3C 1 2820 0.035 100.000

EN'IE1 PAY GRArf (EOO--O11)
ENTIEAYG FBEQEiCY CUM FREQ PERCENT CUM PEfCEhT

1 2375 2375 84.220 84.220
27S 2654 9.894 94. 113
166 2820 5.887 ICC.00O

TEEM O ENLISTMENT (NO. OF YEARS)
1IEMENIT FBEQU tcY CUM FRE PERCENT CUI PECENT

2 1 1 0.035 0.0-5
3 1 2 0.035 c.071
4 269 2694 95.461 95.532

1 1 2695 0.035 95.5Z7
125 2820 4.433 1CC.000

SERBICE OF ACCESSION (NAVY,2)
SIEVACCE FFEQUElCY CUM FRE PEECENI CUI PEECENT

2 271.5 2715 96.277 9E.2 o7
E 105 2820 3.723 100.000

CONVERTEI NUMBER CE YEARS Of ELJCATION
CEYEC FSEQUENCY CUM EREQ PERCENI CUM PEFCENT

3.5 1 1 0.035 C.025
E 4 5 0.142 C. 177
s 27 -2 0 .957 1. 1-5

10 142 175 5.071 E.206
11 285 460 10.106 I8.-12

11. 5 122 5E2 4.326 2C. 6 -8
12 2165 2747 76.773 97.411
12 2S 2776 1.028 9E.4 43
14 2E 28C2 C. 9 22 SS. 82
i. 7 2809 J.248 9c.5 10
16 11 2820 0.391 1Cc.0CO

HIGH-SCECOL GRADUATE (1) V. OTHER (0)
ESLG FBEEUENCY CUMl FEEQ PERCE N G CUI PEBGEI%

0 582 582 20.639 20.6-8
1 2238 2820 79.362 1 CC.OCO
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SINGLEA NC LEPENri.NTS t0), OIHERWISE ~~F
LEEbII FSEQUENCY CUM IRE PERCENT CA EFCE!I

C 273E 2738 97.092 97.092
1 82 2820 2.90E ICC.CCO

(1) MALE, (0) FEMALE.
ELSEX FFEQUECY CUm fIRE PE7RCNI CUI PEBCE l

C 64 E4 2.270 2.270
1 2756 2820 97.730 1CC. OCO

EN'ZI GROUP CIASSiFICATIONS
EbTIEGFP FREQUElCY CUB FLE PERCENi CUM PERCENT

1 1 16E 1166 41.348 41. 348
3 128 1294 4.53S 4.EE7131E 2610 46.667 92.553
7 210 2820 7.447 1CC.0CO

(1) WEITE, (2) ELACK, (3) OTHER
FACE FBEQUH1CY CUM fREQ PERCENI CUI PEECEiN

1 2184 2184 77.447 77.447
2 46E 26E2 16.596 94.043
- 16E 2820 5.957 10C.000

AD ASVAB CCMECSITE SCREEN
AL'I1SCE FEEQUEbCY CUM FRE PERCENI CUM PEECENT

0 945 945 33.511 3-.511
1 1875 2820 66.489 icc.oco

VAR TO AfILCW A RANDOMl 50-50 SP.LlT
IiA1tAill FEEQU.EbCY CtLM faE PERCENT CU3 PEECF.

0 1380 138o 48.936 4E.9-6
1 144C 2820 51.064 100.00

INTEI-SERVICE SEPARATICN CGODE
ISC3 FEEQUEbCY CUM FREQ PERCENT CUM PEECENT

0 1106 1106 39.22) 3S.220
1 1495 26C1 53.014 92.234

6C 22 2623 0.780 9 .0 14
E1 6 2629 0.213 93.227
63 1 2630 0.035 9.2E2
64 26:7 0.248 93.511
65 61 2698 2.163 95.674
67 14 2712 0.496 91.170
71 7 2719 0.248 SE.41E
73 15 2734 0.532 96.9E0
74 1 2735 0.035 96.8E6
75 2 2737 0.071 97.057
76 7 2744 0.248 S7.3C5
78 22 2766 0.78J 98.085
80 4 2770 0.142 9E.227
82 2C 2790 ,).709 9E.9-6
86 3C 2820 1.064 1CC.CCO
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17N1E1 ll AFTEB SEP 78, OTEERWISE 0
I A E B I J 2F Q E ~ C 5 4J 2 5 4 3 P E RC E N I C U P E E C E 1 U

C 254 90.177 9C.1 7
1 277 2820 9.823 1CC.OCO

DLMDC-BASII hIGHESI PAY-GRADE ATTAINED
IAYGEADE FBEQUECY Cum FE PERCEN: CUAt PEECENI

11C 110 3.901 2.90I
108 18 3.830 =.7 c

44231 9 8.191 15 .922
4 125S 1708 44.645 eC.567

l1 2818 39.362 9S . 929
6 2820 0.071 1OC.CCO

NHRC FIII--HIG E-SI PAYGRADE ATTAINE)
NUHYPAI FEEQUEbCY CUM PREd PERCENI CUA PEECENT

1 17 17 0.603 C. 6C3
2 95 112 3.369

'22C 22 7.801 11.713
1401 1723 49.681 61.4c4

_5 1087 2820 38.546 ICC.OGO

SUCCESS ON ICS CRITERION (1)
SUCCTA FEEQUIICY CUM ZREQ PERCENI CUI PEECENT

0 39- 293 13.936 12.926
1 2427 2820 86.064 1 CC.OCO

HIGH IAYGEADE SUCCESS C ITERION.
SUCCAIAG FBEQUINCY Cum fREQ PERCENI CUI PEECENT

0 474 474 16.809 16.8C9
1 234t 2820 83.191 1 CC. CCO

REEMIISIENT EIIGIEILITY CRITERION.
SECCREFU FBEQUE cY Cu 1 fREQ PERCENI CUM PEECENT

0 292 293 10.390 1C.3S9
1 2527 2820 89.610 ICC.OCO

SUCCESS CN CO ECSITE CRITERIC (1)
SLCCISS2 FSEQUENCY CUM IRE PERCENT CUM PEECENT

0 655 655 23.227 22.227
1 2165 2820 76.773 1 CC. OCO

MGNTHS CF ICTL. ACTIVE FED. MILIT. SERV.
AIMS1 FfiEQUiNCY CLM FREQ PERCENI CUM PEECENT

1 1 0.035 C.025
14 5 0. 142 C. 17
8 2 7 0.071 C.2 48
9 E 13 0.213 0.46110 1 14 0.035 C.4S611 17 0. 106 0.6C3

12 8 25 0.284 C.8E7
12 24 0.319 1.206S14 = 29 0. 177 1.3E3
15 5 44 0. 177 1.5E0
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1E 9 53 0.319 1.879
17 58 0.177 2.057
16 67 0.319 2.376
1 11 78 ;.393 2.766
20 El I.156 :.E72
21 E6 . 177 -. 05022 1 0.177 -. 227

I 1 101 0.355 E.562
24 s 110 0.319 3.9C1
2_ 5 115 0. 177 4.078
26 1c 125 0.355 4.423
27 E 1--3 0.284 4.716
2E 7 140 3.248 4.952c 5 145 3. 177 5. 142
3C 147 0.071 5.213
31 154 0.248 5. 4E
32 4 158 0.142 5.6C3

5 163 0.177 5.70
34 4 167 0.142 5.922

170 0.106 6.028
36 177 0.248 E.217
37 10 IE7 0.353 6.631
36 7 1S4 J.248 E.67c
3S 9 1S9 0.177 7.057
4C 7 206 0.248 7.3C5
41 f 212 0.213 7. 518
42 E 218 0.213 -.7-0
43 223 0.177 7.98

0 44 4 227 0.142 8.0E0
4E 7E 303 2.695 1C.745
46 91 3S4 . 227 1. c 72
'47 248 642 8.794 22.7E6
48 1113 1755 39.46E 62.2-4
4S 97 1852 3.440 65.674
5c 9 1 1943 3.227 6E.9C1
51 111 2054 3.936 72.8-752 56 2110 1.986 74.823
53 5 1 2161 1.809 76.6 1
54 61 2222 2. 163 7E.7S4
55 57 2279 2.021 80.816
56 55 2334 1.950 8_. .A6
57 48 232 1.702 84.4 8
58 34 2416 1.206 85.6 4
Es 57 2473 2.021 87.695
6 60 53 2526 1.879 8S.E=74
E1 5" 25E5 2.092 91.667
62 53 2638 1.879 9 .- 46
63 36 2674 1.277 94.823
64 30 2704 1.064 S5.687
65 16 2720 0.567 96.454
66 22 2742 0.780 97.234
67 1; 2755 0.461 97.695* 68 20 2775 0.709 98.4C4
6S I 2790 0.532 98.936
70 1 1 28c1 0.390 9cs. 32,6
7 1 17 2818 0.603 99.929
72 - 2820 0.071 ICC.CCO

Ia
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TIBLE XV

Selected Correlations

TAFMS1 SUCCTAF SUCCESS2

-0.08930 -0.06108 -0.051137
0.0001 0.0012 0.0064

AFCECVI -0.07755 -0.05346 -0.041E2
0.0001 0.0045 0.02E4

EINZflGE 0.05518 0.02593 0.056S8
0.0034 0.1686 0.025

0.IFEI-G 0.03578 -0.00926 C.010 3
0.0575 0.6230 0.-653

lifnENT L 0.14720 0.02116 0.051890.0001 0.2614 0.0059

CEYEC 0.07522 0.07554 0. 11471
0.0001 0.0001 C.COC1

BSLG 0.09918 0.12117 0. 15525
0.0001 0.0001 C.0001

NUSFjEX 0.08426 0.04868 0. 012C4
0.0001 0.0097 0.5229

NI IE -0. 10983 -0.06035 -0.04767
0.0001 0.0013 0.0114

B.1ACK 0. 10220 0.05290 0.02641
0.0001 0.0050 C. 16 C8

CIEEB 0.03329 0.02342 0. 04265
0.0771 0.2139 0.0235

SCEEN -0.00478 0.07461 0. C8S1
0.8022 0.0001 C. 00C1

ALCCMICS -0.05463 -0.02132 0.00440
0.00-37 0.2578 0.8153

AEI ZCE -0.07581 -0.02971 -C.C293-4
0.0001 0.1147 0.11"2

SASV)AEAL 0.00263 0.01025 0.01356
0.8888 0.5864 0.4717

SASYAEAI -0.06941 -0.03415 -0.00654
0.0002 0.0698 0.72E5

S3SVAIAR -0.05163 -0.02568 -0.017--4
0.006 1 0. 1727 0 .35 7

SAEYAEEI -0.03140 -0.01303 0.01707
0.0955 0.4893 0.364

SASVAZGI -0.01535 -0.02107 -0.00708
0.415 2 0.2633 . 07C

SAEVAEMC -0.06570 -0.04088 -0. 023E1
0. 0005 0.0300 L. 210 1

SA-VAEMK -0. 03166 0.00698 0.02288
0.0928 0.7112 C. 224-

81
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SAEVAENGC -0.03869 -0.01504 -0.00541
0.039S 0.4246 0.7741

A.SVAESI -0.03834 -0.00090 -0. C03 7
0.041 E 0.9618 C. 837C

SAcVAESE -0.04680 -0.02609 -0.0C0735
0.0129 0.1660 0.6964

SA!VAEGS -0.03464 -0.02632 - C. G 1036
0.065S 0. 1622 0.5822

SASVAEK -0.06134 -0.05225 -0.C47E3
0.0011 0.0055 0.0111

INEfEOl 0.05262 0.03656 0. C4814
0.0052 0.0523 0.0106

INIEEC2 0.05869 0.02943 C.04022
0.0018 0.1182 0.0327

INIEBC3 0.07253 0.03665 0.046k8
0.0001 0.0516 0.01-2

IN2IEC4 0.062S7 0.03358 0. C45 SO
0.0008 0.0746 0.0148

INIE5C5 0.06033 0.03101 O.04114
0.0013 0.0996 0.0289

INEEC6 0.01791 0.02303 C.C22S9
0.34 17 0.2215 0.2222

INEC7 0.09619 0.05711 0. C38S9
0.0001 0.0024 0.03E4

INIEFC8 0.11832 0.12665 C. 149Cb
0.0001 0.0001 0.0001

INIEEC9 0.12282 0.11899 C.160C0
0.0001 0.0001 0.0001

Ib I1Ef10 0.07658 0.10700 C. 149-7
0.0001 0.0001 0.0001

I fE B11 0.00621 0.04010 0. C6SS4
0.7416 0.0332 0.0002

Ih7E12 0. 10322 0.05193 0.02540
0.0001 0.0058 0.1775

I 1blE513 0. 109E5 0.05469 0.C29-4
0.0001 0.0037 0. 113

INIEB 14 0. 105E5 0.05537 0.03218
0.0001 0.0033 0.0876

INIEB 15 0.060S9 0.03034 O.C0714
0.0012 0.1073 0.6852

IN7'EF16 0. 14975 0.05095 0.03845
0.0001 0.0068 0.0412

IN2EB 17 -0.00842 0.00025 0. CC 1E0
0.6550 0.9896 0.9240

IME 18 -0.051S8 -0.01436 -0.02373
a 0.0058 0.4460 0.2077
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II IEE19 0.00629 -0.02271 C.C16*:7
5.73e4 0.2280

INTEFO -0.05623 -0.02818 -0.G21E3
0.0028 0. 1347 0.2452

IN7EE21 -0.08291 -0.03788 -0.G28t3
0.0001 0.0443 0.12E6

NctE: The first number is the correlation be: ween
the predictcr and the criterion the seccnd
Lumber is tie signrficance level.

II
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APEINEIX C

REGBESSION JNAIYSIS PROGRAMS

Ee~zession azalycis attempts to predict or explain the

values ci the critericn variable with one or moce predictor

varialles. The follcwing sections expand upon the discus-

Eion ci reGressicn aralysis presented in Chapter IV.

A. EICUIREMENTS AND ASSUflIcIIs

51er ccrducting zegressicD analysis, certain rEquile-

ments must he met or assumed. One of these requirements is

the use of quantitative variatles.5 Application of recrEs-

sion lrccedures alsc reguires ncrmality (the value of the

dependent variable aust be Dormally distributed at eacn

value of the independent variable), homoscedasticity (the

variaticr around the regression line must be constant for

all values cf the independent variable), and independence of

error (the residual differeDce between an observed and

Eredicted value cf the dependent variable must ke indepen-

dent icz each value cf the predictor variatle. Ancther

requirement of linear regression is that a straight-lire cr

linear rtlationship exist between each independent variatle

and the dependent variable. For purposes of this study, and

Lased cr initial irvestigaticn, these requirementz are

assumed to he met. Ecwever, an extensive effort to evaluate

these assumptions by transforzing the variables or employing

ccmplex statistical analysis packages has nct been

conducted.

lske irclusicn cf yualitative or catEqorical variatles
in recressicn models any be accommodated through the use of
dummy variables.
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B. SI7EIISE REGBESSlCN

lhe !AS Stepwise irocess considers each of the candidate

independent variable - for inclusion in the model by dEtez-

aininc tie contribution the variable makes to the icdel.

Ihis deteruination is acccmplished by calculating the

Fartial I statistic icr the variable, and adding it tc the

model if it meets tke specified entry significance level.

After a variable is added, the stepwise method then Iccks at

all the variables in the model and deletes any variatle that

does rct Frcvide an F statistic sufficient to meet the spec-

ified sicnificance level for remaining in the model. Ihis

process of adding aid deleting variables continues until

none ci the variables has an F statistic significant to

enter cz leave the mCel.6 [Ref. 12]

C. IIN EE BEGRESSIOI

Simile linear recressicn is concerned with findirG the j
statistical model or eguaticn that best "fits" the original

data. Iis is accomilished by defining a straight line that

zinizizEs tie differences ketween the actual value of the

dependent variable and the value that would be predicted

from tie fitted line of regression. The SAS Regression

Erocedcxe uses a matiematical technique, the least-sGuares

methcd, tc produce such an eguation for the best linear

model. ibis eguatici provides the intercept and slcle of

the saxile predictor variable. With multiple linear regres-

sion, these slopes zepresent the unit change in the depen-

dent variable per urit change in the independent variable,

takirs into acccunt the effects of the other inderdent

variailes, and arc referred to as net regression cceffi-

cients. The sample regressicn ccefficients of the Eredictor

'2his study use c e SAS Stepwise defiult sig ifi a cc
level t .1C 5 r varia les to ent r or remain in te mo dEc,

"', ' -,.°. .; -'-. .,'. .. .-- -4-'.-. .- . - -. -" . " .. .-
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variale. are then. used as estimates of the respective EoEu-

latict Earazeters. for illustration, the Erogram used to

validate Mcdel A is jzovided in Iaole XVI.
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TA2L! XVI

Saalle Validaticn Program

//ALVALJL JCB (2607 C11O),'D CSLUND, SLIC 1763',CLASS=B
//*MAIN CRC=NPGVM1.2EC7P
/,/ EllC SAS
./FIf.IN rE DISF=SHi,DSN=15S.S2807.ADAIL4

TCS15=E0 NOCENIIH;

*THIS ElOGAI CALCUIATES ThE VALIDITY CF A REGRESSICN
MCtL BERCUGH THE ESE OF CEOSS-VALIDATION AND DCDEIE
CECSS-NA1L1LATICN1 TICBNIQUES.;

LATA A1
S11 If11 iLIN.A D ALL 4

*THE BAkEDCM VARIABE CREATED IN 'ADNEWVAR' IS NOW USED
TO SE11rI THE DATA AiEROXIMAIZLY IN HALF. I-ERIVA' IS
TEE LERiVATION SAMEll AND IVALIDA' IS THE HCLD-OUT CR
VAIILA11CEi SAiIELE.

LATA 12EVA,
SET riTAi-
ITFIENLALl = 1;

LATA V11IEA,

If LA1NLA111 = 0;

*A EICCE EEGRESSION IN NOW RUN ON DERIVA TO COMP UTE ANL
OU7EU7 THE PARAAETIF ESTIMATES (BETAS) THAT RESULT
FRCI TEE BEGRESSIOE. THE BETAS ARE WRITTEN TO THE LATA-
SET tWCEK.EETAD. TEE MODEL 15 GIVEN THE LABEL 'TAFLHAlil;

IROC EEG LAIA=LEEIVA CUTEST=BEIA LL EMNTDPN
IA.EMHATV:MODEI TAIES1 = ADMINS~RTREL EENT EIACK

HiSLG OTHER NUSEX / SIE;
TITLE EERESSING ON LEEIVA;

*THE EES STEP 1S TC AEPLY THE REGRESSION FORMULA (TH
BETAS) TO THE DATA IN THE VALIDATION SAMPLE AND CACUIAIE
THE I ELICTED SCORE FOR EACH CASE IN VALIDA. THIE EEL-
IC11L SCCEES ALE W1ITTEN TC WOEK.PRLDIAFV. SAS USES THE
MOCEI IABEL (TAFMIIV) AS THE VARIABLE NAME FOR THE VAI.IDA
PRIZICTEE SCORES. THE SCCRE PROCEDURE PRODUCES SO
PRIlITEE OUTPUT.;

IROC SCCFE CUT=PBEDTAkV TYPECGIS SCOBE=BETAL
EATA=VALILA PEDICTi

VAD ArM1INSCR TERMEbiLT D EENDTS BLACK
H!DG CTHEF NUSEX;

*TEE FIEST VALILITY CCEFFIC1ENT IS NOW CALCULATED BY FINl-
ING TEE CCRRELATION BETWEEN VAlIDA'S ACTUAL. SCOBES ANL
VAIILA'S EFEDICTED !CORES.;

IFOC CCEF rATA=PFED.TAlV*
VIE TAIMS1 TAFME1lt-

0 TITLE FIBSI VA1LITY ZCEIFICIENT.;
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*NCR IC REPEATI THE ZEOCESS IC UTILIZE THE DOUBLE CECSS-
VAIIIAUICt TECHNI 1E. THIS 71ME A BEGRESSICN IS PUN
ON VAIIA AND 7HE FESULTING BETAS (BETAVI ARE USED 7C
PR;EriciI LE SCORES CE THE CASES IN DERI V. DE RIVAIS
ACT[UAL ANL PRELICIll SCORES ARE THEN CORRELATED 10
FINr ILE SECOND VAlIDITY COEFFICIENT.;

XROC SEG LA7A=VAlIDA CUIEST=P.EIAV
IMB~A'IL:MODEL IAES1 = ADMINS B TERVENLI rEPENrI-c EIACK

ESLG- OTHER NUSEX /SIE;
TITLE RIC-PESSING ON VALIDA;

EEOC SCCfE CUT=PREDTAIL IYPEZCIS SCORE=BEIAV
£A'IADrERIlA PFILICTj

VA.E ALN1NSCR IERM91ElLT D FENLTS BLACK
HSDG CTHEF NUSEX;

IROC CCA. ZATA=PiEDTAfL-
NAE IAIMS1 IAFMEAIFICET

71IE SECCND VAIIDII'Y CCFiiNT



APEENDIX D

DISCRIBINANT ANALYSIS PROGRAMS

Liscriminant Analysis allows observations to he classi-

fied intc two cr xciE groups on the basis of one cL mcre

numeric variables. The following sections expand uQcn the

discussicn cf discrizinant analysis presented in Charter IV.

for illstiation, Table XVII shows the program used to

Eroduce tie classification matrices for the derivation and

validaticz samples fcz Model A.

A. 1CUIZZENTS AND ASSUMPIICNS

As was the case %ith regression analysis, iiscrizinant

analysis also requires that certain basic assumptions be

set. first, the ciservaticos in the data set siculd be

members cf .twc ci more mutually exclusive gicups.

Therefore, the groups must be defined so that each case will

belong to cnly one group. Another statistical ircperty

required ci discrimirating variables is that they may nct be

linear ccmtinaticns cf other variables. Thus, the sum oz

averace of several variables may not be used alcrg with

those variables. Tiere are three other assumptions to be

considered. The pcpulaticn covariance matrices Kust he

equal for each group, each group is to be drawn from a Eoju-

laticn which has a aultivaziate normal distributicn, and

discrisizating variakles must be measured at the interval or

ratic levels. Ideally, these variables will be continuous,

but tk*y need nct be. [Ref. 17] This study assumes these

requirements have beer met. However, an effort to evaluate

these lpicprties was rot conducted since, in practice, the

discriainant analysis technique is rather robust ard can

tolerate scae deviaticn from these assumptions [Ref. 18:.

8S
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.E. LISCEIMINANT ANAlkSIS

TIe first step of discriminant analysis is to weigat ard

linearly ccatine the discrizizating variables so that the

groups will be as statistically distinct as possitle. ne

derived equations, called discriminant functions, ccatine

the crict characteristics using a measure of generalized

squared distance? that will allow one to identify the crcun

to which a case telczms or most closely resembles.

The classificaticz irocess may assume that mezberstip in

a groul las equal likelihood of occurring. However, it may

he more desirable tc incorpcrate the prior probanility of

groul meakership into the classification function to imErove

predicticn accuracy or minimize the cost of predictico

errors. In this stuu), membership in a success 9rcui was on

the order cf 80 percert. Therefore, it was appropriate to

consider prior probatilities so that those cases predicted

as unsuccessful would be classified as such only if strcng

evidexcC exists that they belong there.

The ultimate concern in developing a mathematical model

is that it predict well or Ercvide a reasonable description

cf the real world. Crce a acdel is developed which prcvides

satisfactory discrimination for cases of group memkerzhip,

classification functions may te derived and applied tc the

classilication cf nw cases with unknown group membership.

A good test of the adequacy and accuracy of the discriKinant

model is the percentace ol correct classifications, coaonly

called tke "hit-ratE". This test is accomplished by

applyinq the classification function to the known cases from

which tie function was derived. The percentage of ccrrectly

-

h be procedure ccnducted a likelihocd ratio test of
bomc eneity yof the within-group covariance matrices for eachiode 1. is test was statistically siinificant fcr each
model. Therefore, the within-group mat rices were used as
the tasis cf the measure of generalized s uared distance in
develcing the classification criterion. Ref. 12]
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classified cases provides an indication of the accuracy of

the iroceduie and irdirectly ccnfirms the degree cf grcup

separatico. The results may be depicted in a classification

natriz.

kben the sample size is large enough, as it is ir tkis

study, a further check of the classification accuracl may be

ccnducted by randomly splitting the sample into two subsets.

7he classification function is derived on one subset and

validated on the otter sutset. A comparison of the two

hit-rates Ezovides the measure of accuracy of the acdel.

[Ref. 172
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TAFE1 XVII

Sample Dizcriminart Analysis Program

1/DISCEGES JOB 42807, C1 10), CSLUND, SdIC 170-3,:LASS=B
//*MAIN CEG=NPG M1.28C7P

//EXEC SAS
.1/FIIEIN Lr D ISE=SHf ,DSN=M 5. 52807. ADAIL4
,/SYSIN IL=*CPTIC1bS IS=80 NOCENT11:

*THIS iUEPCSE Of THIS PROGRAM IS TO ALLOW THE VkLIDIIY
OF I LISCEIMINANT MCDEL TC BE INVESTIGATED. A CLASS-
IfIFCA1ICN FUNCTION IS DERIVED FROM THE DERIVA SAMPLE
ANr IIUS FUNCTION IS USED TC CLASSIFY THE CASES IN IliE
VAIILAI1CN (OR HCLL-OUT) SAMELE. THE TWO CLASSIFICATION
MILICIES AE THEN USED)TC AIlCii THE HIT RATE' ON EACH
SAM1IE IC BE CALCUlATED.;

LATA A1
SET AFA1idN.ADALL4;

*USIbG TEB RANDCS VIIIAELE TC SPLIT THE SAMPLE A.PPRCXIE-
ATII IN EA.LF.;

EATA rEEIVA-

SE'I LAAID
If E1AIf11=0;

*CAICUIAIlIG THlE CIASSIFICAIICN MATi~iX FOR DERIVA ANL
WRITING OLT THE CLASSIFICATICN FUNCTION DERIVED fRCM
DEEIVA TC WORK.D.;

EROC L.J5CRIIM DATA=DEFIVA OUItD ECCLTEST;
CIASS EUCCTA
VAL D.ENZDTS FAS!G BLACK TERMENiLT

NLSEI CTHEE ADINSCE;
PRICES EfOPCB7IONA1:

TITLE EIECEIN ON DERINA.;

*NC% TEE CIASSIFICAIICN FUbCTICN FROM DERIVA IS USEL IC
CLA!SIIY THE CASES IN VA1IDA.;

EEROC rISCRIM DATA=D IESTDATA=VALIDA;
IES ICIA5,S SUCCTAF

7TTL DEEIVAIS FUNCihCN APELIED TO VALIDA.;



APENrIX E

UTIIIX ANALYSIS PROGRAdS

1Iis aiendix prcvides further details of t he irfczaa-

tion ccrtained in Chalter V, and gives examples o! the SAS

1rograis and outputs.

A. CAICLIAIION CF CE1 PROEAEJLITIES

lhe aethod used tc calculate cell probabilities in tkis

study depends on wiether a regxession or a discrisinant

zodel is being evaluated. A regression model can Le viewed

simply as a fcrmula for calculating predicted scczes,

uhereas a discriminart model actually classifies cases as

'redicted successes cz jredicted failures. Eecause cf this

difference, the calculation of cell probabilities is mcre

complicated for regression mcdels than for discrizinant

nodels.

1. Feqressicn Mcdels

A regression model and the data from wu ich it has

develcled provide irfcrmaticr on the predicted and actual

scores fcr each case. In order to classify these cases into

the fcur selecticn outcomes, the cut score on the predictor

and the score cn tie criterion above which peCle are

considered to be successful must te known. if the criterion

is ccnstructed as a dichotcmcus (success/fail) variatle,

then the cases assigned a value of "one" are considered

successful and those with a value of "zero" are corsicered

unsuccessful. If the criterion is a continuous varialle

(such as length cf service) then a value on the scale must

ke cbcsEn as the dividing line between success and failure.

92I



he choice cf the cut score is not such a simple matter, and

C cannct te arbitrarily assigned as can the distinction

letween success and fail. The choice of the cut sccre, as

menticnEd LEfore, cften de~erds on the desired seiecticn

ratic. in the abserce of infcrmation oL the desired seiEc-

tion ratio, cell pictabilities are calculated for each of

zany jossihle cut scores, and a cut score is eventually

choser tased on which set of cell probabilities maxini2es

the utility of the mcdel. in a data set containirS actual

and Eredicted sccres, different sets of ceil protatilities

can he calculated if each Eredicted score is considered to

le a cut score. Tatle XVIII ccntains five iairs of actual

and Eredicted scores uhich will be used to illustrate tne

irethcd.

TABlE XVIII

Illustrative Actual and Predicted Scores

Actual Criterion Predicted Criterion
ScorE Score

50 44
44 46
4c 47
4E 49
4S 50

In this illustration, cases who serve 48 mcnths cr

longer are considered to he successful. Each diiferEnt

* redictEd score will he considered as a cut score and cEll
counts for Each cut sccre will be calc'ilated. If the cut

score is 44 months, then all cases witn a predicted score of

44 mcnths cr mcre kill be accepted, and those with a

0- EredictEd score of less than 44 months will be rEjEctEd. In

this exazplE, for a cut score of 44, all cases uill bE

acceited. No one is rejected, tnerefore, valid negatives

and false negatives will he zero. Of the five cases

940
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acceited, three have actual LCS of 48 months cr mcre

(successes). Therefcre, tne number of valid positives is

tnree. Twc of the five cases accepted had actual ICS of

less than 4E months (failures). Therefore, false icsitives

bill ke two. Thus the first set of cell Fiohabilities that

result klen the cut score is 44 are: PVP = 3/5, PEE = 2/5,

PFN = 0 and PVN = 0. The next set of cell pcotatilities

bill result when 4f months is considered to -e the cut

score. Cre case had a predicted LOS of less than 46,

Therefcre, he would he rejected. His actual LOS is 50

nonths, so he was falsely rejected, i.e. FN = 1. Nc cne

else as rejected so VN = 0. four cases had a pcedicted ICS

cf 46 cr greater so all four would be accepted. Cf these

four, tuo lad actual LOS of less than 48 months (FF), and

two had actual LCS of 48 months or more (VP). Thus for a

cut sccre of 46, PVP = 2/5, PFP = 2/5, PEN = 1/5 and EVh =

C. 7his lrocess is repeated until five sets of cell jrcb-

abilities (one for each different predicted score) are

calculatkd.

2. tiscriminant Ecdels

In a discriminant model the criterion is a catE{cr-

ical (0,1) variable. The output from the SAS Discriminant

Erocedre is a twc by two table where the cases are

predicted to be either a "zero" or a "one", and the

Fredicticn is compared to the actual score. Table XIX Gives

an altreviated example of the output from the discrisinant
proc cdi r e.

The columns are the model's predicted scores for the

150 casfs in this k)Eothetical sample. Here the iodel

Fredicts that 300 of the cases will score "zero" on the

critezicr, and it predicts that 450 of the cases will score

a "one" cn the criterion. he rows are the actual scores of

the cases. 250 people actually scored "zero" (failures) and



TIELE XIX

Illustrative Discriainant Example

Predicted

0 1 Tot al

0 100 150 250
Actual

1 200 300 500

Total 300 450 750

500 p ocle actually scored "one" (successes). Because, in

effect, the discrizinant pzccedure chooses its cwn cut

score, the four cell Erobabilities can be derived directlY

from the output. Tie predicted "ones" are people that the

zodel classifies as accept. Of these 450, 150 actually

failed sc they are false positives, and the remaining -00

were successful, so they axe valid positives. Of the 300

cases tiat the mcdel wculd have rejected 1predicted

"zercs"), 100 were failures (valid negatives) ind 200 were

successes (false negatives). Again the cell protalilities

are fcund ly dividiic each ccunt by the number cf cases.

7herefcre, FVP = 300/750, PEP = 150/750, PFN = 200/75C and

EVN = 1CC/750. For a discriminant model, there is cnly cne

set cf cell Frobablities to be calculated.

E. IS71117ION Of C211 U71LITIES

It cidez to calctlate the overall utility :f a mcdel,
utiiities associated kith each selection outcome need to be

estimated. "Although the assignment of utility values to

cutccies may very well be the 'Achilles Heel' of decision

theory, it is not a problem that can be ignored b, any

institution that makes perscnnel decisions." [Ref. 19]

Ideally each selection outcome should have a uriguely

estiaated utility. Lecause of the difficulty in estizating

S6

0 . . - . .



utilities fcr each cutcome (;articularly for the false and

valid necatives), relative utilities are estimated. It is

apparent that a person who is correctly selected (valid

positive) has a positive worth to the organizaticn. A

reascralle estimate cf this ucrth is the marginal Ercduct o:

the eKl1cyCe. In this study it is assumed that the navy

compensates sailors at the full value of their marginal

product, ard the Billet Cost Model provides an estimate of

the ccst to the Navy of staffing a hillet [Ref. If].

Eecause relative utilities are the issue at this time, the

utility cf a valid icsitive (0l) is assigned the value of
*1.

It is a reasonatle assumption that the utility cf a

false positive is a regative rumher. As the emiplcyee as

not judced to be successful, his marginal product was -rcb-

ably less than the marginal cost to keeE him in the jcb. In

additicn a loor Eerfcrmer may adversely affect the perform-

ance and Ercductivity of his fellow emiloyees, and when he

leaves, additional expense is necessary to find a replace-

sent. Cn the other hand, it is unlikely that a pcor

Ferfcrmer dces nct ccrtribute anything to tae organizaticn,

and tkus it is obviously difficult to estimate the magnitude

cf the disutility of a false positive. In this study a

minor fcra cf sensitivity analysis is undertaken tc circum-

vent this estimation difficulty, and expected overall utili-

ties are calculated for three different relative values of

false positive utility (U2) . These values are -. 5, -1, and

a relatively extreme assumpticn, -2.

ILe disutility of a false negative is also difficult to

estimate, partly becacse it is nct known what happens tc the

applicact after he is rejected. If the Navy rejects an

applicant tc the AD rating but accepts him in another rating

%here tE is subseguErtly successful, then his disutility

could te reasonakly argued to be zero. If, however, the
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Navy re:ects him altogethcer when he would have een

successful if selected, then the costs of attracting and

testin; him are wasted and additional costs are required to

attract and test anctler apjlicant. These costs will depend

cn the state of the recruitin market at the time. If there

are many good quality applacants then the disutility of

rejecting a potentially successful applicant may he small.

Again, as a tyce of sensitivity analysis, three relative

values for the utility of a false negative (U3) are ccnsid-

ered. 0, -. 25 and .

It is nct obvious that any utility should be assigred to

04, the utility cf a valid negative. Ihe person bould have

failed anyway, so ncthing was gained by rejecting him.

however, when viewed from an economist's viewpoint in rela-

tion tc cEortunity costs, the fact tnat the person was

correctly rejected means that the organization did nct have

to bear tie cost of incorrectly accepting someone who turns

cut tc he unsuccessful. Thus, correctly rejecting an ai1li-

cant is cf eq ual and o;posite utility to inccrrectly

accefting him. Therefore, 04 = -02.

Tie use of relative utilities is a conventic to

simplify the estimation of cell utilities. In the atove

discussicn relative utilities are estimated on the kasis

that the utility of a valid Ecsitive is +1. However, the

values of 11 througi U4 that are used in the formula for

cverall expected utility, (Equation 5. 1), need tc be

expressed in actual dcllars. As mentioned above, the Billet

Cost Eodel is used tc estimate the utility of a valid Fosi-

tive. lhe standard manyear cost of an E-4 Aviation

Eachirist's Mate is 1 4,163. This cost comes from finarcial

year 1983 data and reiresents the total cost to the Navy of

creating and filling a jot slot over one full year.

[Ref. 16 A utility of +1 is therefore e(4uivalert to

+$24,163, a utility cf -.5 will be -$12,082, and so on.
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C. NECGIAMS USED TO CACULAIE UTILITIES

As zeztioned in Section A. above, the calculaticn of

cell pxckatilities icr a regression model is a fairly

tedicus and repetitive procedure. This section ccrtains

three saalle programs used tc calculate the expected utility

cf a model. Explaratory comments are provided fcllcwing

each set cf SAS statements. The first program (TablE XX)

computes the predicted criterion score for each case and

writes tie results cut to a file called "RTHATA". 7ale

XXI s cis jart of tie output from the first prograc. The

second Ezcgram's main purpose (Table XXII) is to calculate

the cell pzcbabilities that wculd result if each different

predicted score were used as a cut score. The cell jrcb-

abilities are writter out tc a file called "BTUTILA". The

Frograir alsc calculates the expected utilities for one set

cf cell utilities and outputs the 30 largest utilities that

result (latle XXIII). The third program (Table XXIV) calcu-

lates tie utilities for six different sets cf cell

utilities.

As explained before, only one set of prolatilities

results Ircz a discriminant zcdel and these can he readily

gained frcm the discriminant output. No programs were used

to calculate the expected utilities of a discriminant model

and these calculatiors were dcne by hand.

E. ChlCE1IAION CF BISE LINE U111ITIES

As described in Chapter V, the utility of the Navy's

criginal selecticn strategy (the base line utility) needs to

he calctlated in crder for comparisons to te made.

Cbservaticn 4 in Table XXIII demonstrates that when all the

cases are accepted (41.0774 is the lowest predicted score),

the selection ratio is obviously 1 and PVP = .86063E (which

is the lase rate) ard PFP = 1 - PVP = .139362. No one is
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rejected, therefore PEN and EVN are zero. The exFected

utility under these circumstances is-

EU = .+eCE-8($24,16 ) .139362(-$12,082) + C + 0 = S ,112

As IahIe XXIII shows, the zaximum utility occurs %hen

the cut sccre is sliJhtly bigber than the lcwe3t redicted

score ittere are five cases with a predicted score cf less

than 42.26c2 in Table XXI). This maximum utility ($19,135)

Is .12 Eercent greater than the base line utility of

*19, 112.
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TABLE IX

First Utility Azmalysis Program

/,SEI~lTII JOB (2840 C104),'SEL CLARK, S 1C 1560', CLASS=F
//*MAIN CRG=NPGVM1.2 A40P
// EZEC SAS
//FIIZIN ZID DISP=SHE DSN-.1cS.S28Q7.ADAll4
//FIIECOI BE UNII=33--6 V iSVGPPrUE4A,DISP(NEW,CAILG,ZEEIE),

/1 DsiE=MSS.S2840.AiYHATA,
/1 DCB= (ElKSI2E=640 0)

/SYSIN IL=*
CPTICbS S5E0 NOCENTEB;

* h TEEECSE Of THIS FROGEB IS TO CALCULATE THE PEELIC7FD
SCCBE ICE EACH CASE (USING THE MIODEL DEVELOPED PRE-
ICLES1) AND TO WEITE OUT TEE ACTUAL AND PREDICE
SCCEIS IC A FILE It MASS SICRAGE.;

IATALAA
SEX LfIN. ADA.L14;

REbiAMI !AFMS1=Y;

Elb~AlINC THE CEIT7EION VARIABLE;

.FOC EEG LIA=DAIAl CETEST=EETAS;
YHAI:MCEII Y =
DEENDIS ESDG ELACI' GTHER NUSIX TERMiENLT ALMINS CiiR SIB;

ITIE BLCCK REGRESSICN TO00OUTPUT BETAS.;

ZROC SCCIE CUT=PRiEDY 7YPE=OIS SCCR~EBETAS DAIA=DATAl P EDlCI;
VAR EEEENETS HSDG BLACK OTEEE NUSEX TER&1ENLI ADCMINSCE;

* CCLATES THE PilrICTEE SCORES, ANL WEiTES THEM 7C
LA'IASET 1PREDY'.
NCIE: THE SCOEE I.EOCEDUE TAKES THE MiODEL LABEL YEAIJAND USES TEAT LABEL AS THE VARIABLE NAME CE TEE

EREDICTED SCORE.

LATA FEDY2f
SET PEEL;
KEIF HWiiY SUCCTI;

IROC SCEiT LITA=PEEDY2 CUT=FIlECUT.aTYHAIA;
BI YEAT;

! CEIS TEE OUTPUT FILE I1ETC ASCENDING YHAT ORDER,
Abr NEu 1ES OUT TEE SORTED DATA TO HASS STCRAGE.;

LATA E~
SET FiCUT.R-11HATA;
I11N LB 10 OR ( bi GI 1270 AND __LE 1280)

OE 1GT 2790;

IROC FINGI LATA=IEST !PLIT=*
LAEl l=ACT(AL*CBITERIdi*SCCiE

YHAI=PREDICTBl*CRITEEICN*SCORE
SUCCTAF=SUCCESS CN*CRIIEEICN;

TITLE TEE FIRST 10, rIDDLE 10 AND LAST 30 OBS OF RIYHATA;
7TIE2;
TITLE--- NCTE: SORTED IN ASCENDING ORDER OF YHAT.;

IROC UNIVAEIATE LATA=HlBOIT.RTXHATA PLOT;
VAE IHAS I SUCCTAF

TITLE !TA25 OF THE UUAL AND EREDICTED CRITEBIOR SCCRES;
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TABLE XXI

fartial Output from the First Utility Program

1HE FIRST 10, M]LDLE 10 AND LAST 30 CBS CF R11HIA

NCTE: SOR71L IN ASCENDING ORDER OF YHAT.

C EE ACTUAl SUCCESS ON PREBICIED
CRITEEION CIITERION CRITERION
SCOB I SCCRE

I 4! 0 41.0774
4 23 0 4I.0774

6f 1 42.0297
4 120 42.0297

if 0 42.8960
6 21 0 41.2692
7 11 0 43.2692
E 54 1 4-.26S2
S 4E 1 4-.2692

10 4E 1 42.2692
11 5C 1 48.7601
12 51 1 46.7601
1- 47 1 48.7601
1 4E 1 4E.7601
1E 65 1 48.7601
16 71 1 4E.7601
17 4E 1 ',8.7601
18 0 46.7601
is 4E 1 48.7601
2C 4S I 4E.7601
21 4E 1 56.8469
;2 51 1 56.8469
2/  5E 1 56.8469
24 59 1 56.8469
25 51 1 56.8469
26 7C 1 56.8469
2- 51 1 56.8469
2E 60 1 56.8469
2S 4S 1 56.8469
30 5C 1 56.8469.1 56 1 57.7992
32 6C 1 57.7992

- 54 1 57.7992
34 27 0 57.7992
35 36 0 57.7992
36 54 1 57.7992

52 1 57.7992
3z 6- 1 57.79S2
I* 68 1 57.7992
'46 54 1 57.7992
41 51 1 57.7992
42 66 1 57.7992
4: 64 1 57.7992
44 64 1 57.7992
45 72 1 57.7992
46 6- 1 58.0774
47 64 1 59.1512
4E 52 1 5S.3928
4S 6; 1 61.2115
50 46 1 61.2115
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TABLE XXII

Second Utility Analysis Program

.//SEItTIt2 JOB (2840 C104), 'SZ.1 CLARK, SMG 1560',CILASSEl
//*MA16 CEG=NPG VMf1.2N0P
1/E11C SAS

y1 SAS.iCZiK ED SPACEEjCYL (12E4)11/FIIIEIN EL DISP=SHE DS -MSS.S2840 .RIYHATA
//FIIICJT LE UNIT133JC V MSVG=iU4A,DISP=(NEW,CA1LG,LFLI.i),

// DS1=MSS.S284C ATUTILA,
/1LCB= (B.LKSI2E=640 0)

,i/SYSIN rL*
CTICbs 1540 NOCENIEf;

*THE PUEECEE OF THIS PROGRAM IS TO WRITE OUT A FILE TO MASS
SICEAGE WHICH CONTAibS THE VALUES OF PVP, PEP, PEN~ ANE EJN
THAT EESULT WHEN EACH PRELICIED SCORE IS USED TC SEEAFATE
THE CASE! INTO ACCEZT AND REJECT GROUPS (IE. OUTPUT ThE
CEll EECEABIlITIES THAT RESUlT WHEN EACH PREDICTED SCCEE
IS (SEE AS A CUTTING SCORE).

THE INIUT FILE CONTAINS 3 VARIABLES, AND THE OBSERJATIlO2S
OR CSE1A RE SORTED: IN ASCENDING ORDER CF IYHAT'. IHAT

IS7E PE DICTED ICS (FROM TEE MODE.'L EEVELOPED EARLIEF) OF
EACE CASE 'Y' IS TEE ACTUAL ICS IN MONTHS AND 'cJ'CTA I
is A LUBMI VARIABl WhERE EACH CASE IS CATEGORIZED AS A
SUCCESS (1) OR AS A FAILURE (0).;

LATA IATA 1iN1YA;
SEI EllNRTHAA
DECI 1L;
RENAME SUCCTAE = 1

*TBE DATA IS READ It AND TEE ACTUAL LOS IN &CNTHS VARIABLE
IS DROPPEL AND THE EUMMY VARIABL.E IS RENAMED 'Y'.;

IEOC SUMMARY DATA=DATAl;
VAE
CUIE(N CEU=DATA2 !EN=NSUCC l=NCASE;

*HERE TEE IUMBER OF SUCCESSFUl CASES IN THE DATA (NEUCC is
FOUND BY SUMMING THE 11S AND 0'S IN VARIABLE 'Y'. ANCHE
VABIABIE 'NCASE' IS CREATED REICH IS THE NUMBER OF CASES
IN 7EE DATA. THESE TWC VARIABLES (EACH A SINGLE NUMEER)
ARE WEiTTEN TO DATA SET WCRK.DATA2.;

EATA LATA3-
IF7N_ IC 1 THEN SET DATA2;
NEAIl= bCASE-NSU(;
SET EPTAl;

*THE VAE.IAB.LES NCASE NSUCC AND NFAIL (THE NUMBER OF UliSLC-
CESSEUI CASES IN TE I DATA) ARE ADDED TO DATA1. NCASE
NSUCC AND NFAII. ARE EACH SINGLE NUMBERS THAT ARE FEEETED
FCL EACH CBSERVATICb. EC-. bCASE IS A COLUMIN OF 5CC'S
(SAY), NSUCC IS A CCLUMN CE 1251S (SAY) AND THERfEOEE
AEAI IiS A CCLUMN C1 1751-c.9
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IATA EA 1A4
SET frlh21J
U1= 41E.3!, U2= -1;C82; U3= -6041; U4= 12082;
kEuAib b2zRO 0.
RIIAIN LAST YHAl 0
If YbAS hE LASTYH17 THEN LINK CAICS; ELSE LINK ZEECS;
If = TEEN NZEBCNtZERO+l;
LAS TY LAlYiIAT;

CAICS: V - NSUCC-4 N -1-NZERuj;
11=NFAIL-t 2EO3;

FN = N -1-bZERO;
Vbi 32'ERC
U11I~h= (U14NP +U2*FE + U3*FN + U4*VN)/NCAZE;
SEAT C = (V I+FP) /N CASE;
SUCCEATE = Vi/(JP +FE);
EETURN;

ZEECS: VE 0; 1P=0; FS = 0; VN = C;
URlETIJ ; !RATIO =0; SUCCRATE'= 0;

*THIS IS TEE HEART Cl THE EFOGRAS WHERE SUBTLE LCGIC IS
EtEICYED. 'NZE60' IS A COUNTER WHICH COUNTS THE NUMEEF CE
0'c IN TEE 'Y' VARIABLE DCWN TO AND INCLUDING TEE lINE (CFR
OBSZEEVATICN) CONTAIbING TEE 'CURRENT' CUTTING SCREI.
FOB ElAh5E1E If THEE ARE 150 ZEROS AND 250 ONES AMIONG TH.z
FIRST 4CO OAS. OF 'I', THIN THE 400TH OBS. CF 'NZEFC' WIZE

* BE 150. IF THlE 401!7 CBS. CE IV' IS A ZERO THEN TEE L40 151
OBS Cl 'NZERO' WILL BE 151. TC CONTINUE THE EXAMPli
BECALS1 TEE INPUT [AIA IS S0BTED IN ASCENDING ORDEF 6
'XEA ' TEIE 400 CASES PRECEDING THE 401ST CASE IRBICH 1s
THE CUfEENT CUTTING SCORE WOULD ALL BE CLASSI IEE AS
RE.2ECI BECAUSE THEIL FRED ITED SCORE IS LESS THAN IBE
CUTTING SCORE. THE 400TH CBS. OF 'NZERO' TELLS US HC'
MANY Cl TIESE EEJECIEL CASES WERE FAILURES AND 'IEELIECE
VN = NZERC. 'NFAII' IS THE TOTAL NUMBEER OF CASES TEAT
FAIEL ' EEREFORE lIEAII-VN (SAM~E AS NfAIL-NZERO) = EP
TEE hU BEE OF CNES IN UfE REJECTED 4J0 CASES (FS~) is ifHE
CUEEENT CBS. M41 IINUS 1 MINUS THE NUMIBfR OF ZIECS, OR
FN = 401-1-15 U =2 .C. FINALY, I'NSUCC' IS THE TOTAL
NUMEIR CF SUCCESSES, TIHEREFOEE NStJCC-FN IS THE VALUE CE VP.

'LASIYEAT' IS USED IC PRECLUEE ANY ERRORS -HAT WOULD BE
GENfEEA'EL WHEN TWO CR MORE VALUES OF 'YkIAT' ARE IDEN~ICAl..

* IF TEE NEXT POTENTIAL CUTTING SCORE IS THE SAM4E AS THE
PREVICCS CNE THEN bC CELl EEOEABILIIIES, ETC ARE CALCUL-
AlEC, AND ZELOS ARE ASSIGNED.
NOTE: DUE TO THE ESE OF THE KEYWORD 'RETAIN', TEE VALUES

CF NZERC ANE 1ASTYBAT USED IN THE CALCJLAIICNS AND
;b THE FIRS'I 'IF' STATEMENT ARE THE VALUES FERC THE
PREVIOUS OBIERVATICN.

THE DATA STEP ALSC INITIAIIZES A SET CF INDIVIDUAL CELL
EJIIIIiEs (01 - U4) AND CALCULATES THE OVERALL UTILITY
ASSCC1AIEL WITE EACE CUTTING SCORE. AISC TEEz SEIECIICN
RATIC ANE THE SUCCESS RATE RESULTING FROM~ EACH CUIIING
SCCEE ARE CAICULATEL.;

EATA LAIA5*
PVE = VP/ACASE; EPP = FP/NCASE;
P FN = EN, NCASE; RVN,,= VN/NCAS EiAI UCAKEEP YHA TUTIL V EP PEN EYN SAAI UCAE
BEIAMI ThAT = CSOCEE;

IABEI
CSCCBE=CLT SCORE ON fEIICTCBi;

*CCNIIEBING THE CELL COUNTS IC PROBABILITIES.;
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IROC SCEI IATA=D;ATA5 CUT=FIIECUTJ.iiTUTILA;
EY rESCE1EDING 11111;

*SCE2T.C~ EY UT11 BEICIE WRITING CUT THE PRiEV10USlY KEC-l'
VAF2 EIES TO A FILE IN M1ASS STOR~AGE.;

LATA AAj
SET FiI1CT. IrIl
1I N - I 30;

REOC EIbl lATA=IATA6
IT T IE 30 LARGEST il1LITIES IN THE FILECU7.;

~IITLE2;
7ITLE- ILE EASE UTILIIY IS 19112, AND THE;
IITLELI;
ITiEE £)SE LINE SUCCISS RATE IS 0.80-06;

IROC EICI LATrA=EATA6*
PICT U7I1 * CScORf=' VE 91

ITIE 1EE ICP 30 UIITIES H.C-VTIED AGA.lNSi CUITINIG SCORE.;
7ITLE 2;
7TITLES. hC!IE: THE HCEIZ. LINE IS THE BASE LINE UTITY,;
IITL14;
7ITLE5 lB. TUE UTILIll RESUlING FROM THE NAVY''S;
IITLEE;
ITIE7j CEIGINAL SELECTION SIRA7EGY. (19112);

I-ROC EIC7 L:AIA=L;ATA6-
PICI L7I1 * SEATR ~ = V REF =19112

TIT11 ILE 7CP 30 UTIITIES ELCITED AGAINSi SEIECTION RATIC.;I
IITLIE- NCTE: THE HOEIZ. LINE IS THE BASE LINE UTILITY,;
TITL15 11. THE UTILITY RESUlTING FROM THE NAVYWIS;

TITLE i CEIGINAI SELECION ST7RATEG Y. ( 19112);

lEaOC EI.CT LATA=FIlECE7.RTUTLA
PICI C-111 * SEAIIC 1 1*1 / *REF =19112;

* ..±TLE2;
IITLE.3 NCIE: THE HOR1Z. LINE IS THE BASE LINE UTILITY,;
IIT.LE4;
7TIIE lB. 7EE UTILITY RESUlTING FROM THE NAVY''S;
TITLEE;
1ITLE71 CEIGINAL SELECIIN STRATEGY. (19112);
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TABLE XXII

Fartial Output from the Second Utility Pr3Dgras

ELE 30 LARC*ST UTILIiES IN ThE EILBOUI.

THE BASI U7ILI1Y IS 19112, AE IHE

EASE L]bE SUCCESS RA2E IS 0.800c.

CBS CSCCEE UTIL SEATIO SUCCBAIE PVP PFP EN PVN
1 43.2892 19135 0.S98 0.862 0.860 0.138 J.001 C.CO1
2 42. C297 19129 0.sSS 0.861 0.861 0.139 0.001 0.0013 42.856C 19127 0.S98 0.862 0.893 0.138 0.CC1 C.C014 41.0-,74 19112 1.CC0 0.8E1 0.861 0.13S 3.0CC C. C0
5 43.848 18998 0. 88 C.864 J.853 0.135 0.CC7 C. C056 4 .:15 18988 0.S88 C.863 0.853 0.135 0.0'8 0..057 44.6k46 18865 0.S82 C.863 0.848 0.14 0.012 C.005
8 4!.CE79 18855 0.582 0.E63 J.848 0.134 0.01 G.C059 4E.6261 18791 0.S80 0.863 0.840 0.134 0.015 C.C05

10 4E. C401 18780 C.S79 0.863 3.645 0.134 0.015 0.00511 46.5(E3 18748 0.S78 C.863 0.844 0.134 0.016 C.C0512 4E.6 815 16614 0.E56 C.E77 0.751 0.105 0.110 C.03413 441.2IC 16591 0.E55 C.E-7 0.75J 0.105 0.111 C. C34* 14 4 .E206 16514 0.E1 .E77 J.747 0.105 0.114 0.03515 4E. 12 15725 0.E07 0.8E3 0.713 0.095 0.148 C.C4516 48. 87C 1571S 0.E05 C.8E4 0.712 0.094 0.14S C.04c17 48.76C1 15535 0.799 0.883 0.705 0.09- 0.15E C.C4o18 4SC.. %c 616S 0.395 C.8S6 0.353 0.041 3.507 C.09e19 4 S 4 C 5961 0.383 C.899 J.345 0.039 0.51E C. 101
2J 4S.c:7- 530C 0.359 C.896 0.322 0.037 0.53 C.10221 4S-7124 5289 0.:58 0.896 0.321 0.037 0.539 C. 102
22 4S.5EC6 1834 C.:17 0.8S8 0.195 0.022 0.66 -0.11723 5C.4231 1756 0.213 C.899 0.192 0.022 0.6ES C.11824 5C.5-68 1298 0.193 0.9Q4 0.174 0.018 0.686 C. 12125 5C.9s329 195 0.146 0.910 0.133 0.013 0.727 C.12626 -:I.:10 182 0.145 C.912 0.133 0.013 0.72E 0.127
27 41.C!4 0 0.00 0.000 0.000 0.000 3.OCC C.CO0
28 42.C297 C 0.COO 0 .0c0 0.000 0.000 0.300 C. 3O029 43.2692 0 0.000 0.000 0.000 0.000 0.0CC C.COo30 4 2f92 C 0.000 0.000 0.030 0.030 0.0CC C.301
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TABLE XXIV

Third Utilitjy Analysis Program

I/SEIC7I13 OJOB (2840 C104) 'SE1 CLALK, StiC 1560', CLASSEf
//*M~AIN CFEGNPG V ~l.2fLJ0P
// E11C SAS
//FIIEIN fEL DISP=SH,DSN=MSS.2840.RTUIILA
6/SYSIN LL *
CTICbS 15=EO NOCEN IEB;

* 'IIS IBC'GE.A EXPI.CEES THE EEEECTS OF USING DIFFERENT CELL
U111171ES FOR THE CALCULATICN CF OVERALL UTIILITIY.;

LATA LA1A1
SEI fE2LiIN.aHTUTIIA;

01A= 1 ; f2A= -.j U3A= 0 ;U4A= .5
01E= 1 ; 2E= -1 ; 3E= 0 U 43= 1
U1c= 1 ;U2C= -2 ;U3C= 0 ;U4C=2
U1t= 1 ; 2fL= -.5 ; 3E= -.5 ;U4D= .5
Ulf= 1 ;U2E= -1 ;U3E= -. 5 ;U4E= 1
Ulf= 1 ;U2.1 -2 ; 3E= -. 5 ; 4F= 2

U'I11A= 1VP*UlA + IFE*U2A + PFN*U3A + PVN*U4A) *24163;
0'IIIE= (EVP*UlB + FFP*U2E + EFN*U3B + PVN*U48) *214163;

*U7IC= (EVP*UlC + EFP*U2C + ZEFN*U3C 4+ PVN*U4C) *2141,63,
U'I1lD= (EVP*U1.D + 1FP*U2L + PFN*U3D + PVN*U4D) *24163;
0111E= (VP * U1E + PFP*U2E + PFN*03E + PVN*U4S) *24163;
U'I1L1= (EVP*UIF + IEE*U2f + PF1N*U3F + PVN*04)*2L4163;

IROC !CE7 L ATA =DATA 1 CUI=FIESI;
BY EECENDING UTIIA;

KEEP CSCCEE PVP PIZ PEN P1li SRATIC SUCCRAIE UTILA;
IfE N If 30;

IROC 12177;
'IITLE EASE UTILITIY 1! 19112 AND BASE SUCCESS RATE IS eEOE6;
71IE2;
7111E-- 01= 1 U2= -. 5 U!0= 0 , 04= .5 .

EROC 11I 1ATA=FfRSTi -RE 1PIC7 tIIIA * SRATC =''/VF 1112;

1EROC SCEtI LATA=DATA1 C07=SECCND;
BY 1ESCEbDING UT111;

LAlA ECCNE;
SE'] SECCbD;
KEEP CSCCRE PVP PIE PEN EVN SRATIO SUCCRAL UrTLE,
If N IE 30;

FROC I1'I;
0 UTLE EA!E UTILITY IS 17428 AND BAISE SUCCE':SS RATE IS .8606;

IITLES- C1= 1 U 2= -1 , 3= 0 U 4= 1
EEOC EIC'I LATA=SzCONL;

FICI E7IIB *SRATIC =''/VREF =17428;
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IROC !CM' tIA=DATA1 CU~T=THIRD;
EY E1CEEDING UTIIC;

IATA 78IPT'
SE'] IEIlf
KEEP CSCCIAE PVP PIE PFN EVN SRATIO SUCCRAIE UlJIIC;
IfIF 130;

IROC 0131;
71IE EASE 0711M I IS 14061 AN! EiiSE SUCCESS BATE IS .86J6;
IITL1E2;
7IIT.LE.-'IJ= 1 2= -2 , 0= 0 U 4= 2
IBOC 1IC'I EATA=TiIFLr

PICT ( IIIC * SEATIC 1+'4 / VBEF =14061;

EROC SOB'] LATA=DATA1 CUT=FOURTH;
EY EfCENDING UTIlL;

LATA fCUI IHi

KEEP CSCCRL PYP PIZ PEN EVN SRATlO0 SUCCEATE UTIILD;
IF N If 30;6 EEOC ET17;

7ITLE EASE UTILITY IS 19112 ANL BASE SUCCESS RATE IS EE60E;
'ITLE2;
UITLE.! 01= 1 U 2= -.5 U3= -.5 U 4= .5
EROC E1C' LATA=FCURTEi

PIC7 UTIID * SRATI1 + VREF =19112;

* EROC SOBI EA LA=DATAl CUT=FIFTH;
EY L15CENiDING UTILE;

LATA E.flE-
SE'I EFIE-
KEEP CSCCAE PYP PIE PFN EVN SBATIO SUCCRATE UTIlE;
If h LE 30;

EEOC E717T;
7TILE EASE UTILITY IS 17428 ANr BASE SUCCESS RATE IS .8606;
7TIE2-
7ITlE1l 'U1= 1 Fl02= -1 D 3= -.5 U4 14
EEOC lIC7 LAIA=F FTH

iIC7 CTE * SRATIC =' /VREF =17428;

EROC ECEI EATA=DATA1 CU I=SIZTH;
EY LESCINDING UTIlE;

rATA 1I17E4
SE'I six!

* KIE CSCCLE PVP PIE EFN iVN SEATIO SUCCRAIE UTILE;
If N IF 30;

EEOC ETIT;
TITLE EASE L7ILI IY IS 14061 ANL BASE SUCCESS BATE IS .8606;
IITIEI;
ITLE-- Ul= 1 U2= -2 U3= -.5 , U4= 2

EROC ilC'] LATA=SIXTBP
PICT UTILE SRATiC =''/VBEF =14061;
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